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1. | Profcssmnal Core [C ampulch—?twcrks 3 0o/l o© 3
2 Professional Core |Data Warehousing and Data Mining 3 0 0 3 |
e Profeasmnal Core l(}bjc{‘:i Drlcnlcd Analysis and Dcmg,n 3 ol o 3 |
| li Formal Languages and Automata Theory
| |n Cyber Security
Professional iii. Micro Processors and Microcontrollers
: 3 0 0 3
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[ o Semester=V B
| S.No | Category | Course Name - LT | | Credits
1. | Professional Core  Compiler Design - | 30 [ 0 I 3
. 2. Professional Core  |Machine Learning [ 3 [ 0 0 3
3. | Professional Core |Ar1||'c|al lnlul[nbmcc ) | 30 0 3
[ 4 I Multimedia and its Apphcalmns |
brofessional Elective ii. Software Project Management
, iCourse— I iii. Computer Vision ilo 0 3
iv. Natural Language Processing | | |
s | i DevOps ol
Professional Elective :ii. Mobile Adhoc Networks | |
Course— 11 iii. Big Data Analytics 3o 0 i
' iv. Distributed Operating System | \ |
| - Opcn Elective Course=11 [ 370 0/ 1
7. | Professional Core  [Antificial Intelligence Lab 00 3 1.5
8.  Professional Core Machine Learning Lab 0 l 0 3 1.5
) I‘1Iull oriented course Soft Skills | | | |
SV | 1o | 2 | 2 |
l | ! I
10. [Mandatory Non- crcd:tlmdlecmal Property Rights & Palents | [ |
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)}- II-V Sem L TPC
3 00 3

COMPUTER NETWORKS

Course Objectives:
The course is designed to
*  Understand the basic concepts of Computer Networks.
* Introduce the layered approach for design of computer networks
* Expose the network protocols used in Internet environment
=  Explain the format of headers of IP, TCP and UDP
*  Familiarize with the applications of Intemet
*  Elucidate the design issues for a computer network.
Course Qutcomes:
After completion of the course, students will be able o
s [dentify the software and hardware components of a computer network
*  Design software for a computer network
*  Develop new routing, and congestion control algorithms
*  Assess critically the existing routing prolocols
¢ LExplain the functionality of each layer of a compuler network
*  Choose the appropriate transport protocol based on the application requirements

UNIT I: Introduction: Network Types, LAN, MAN, WAN, Network Topologies Reference models- The
OSI Reference Model- the TCP/IP Reference Model - A Comparison of the OSI and TCP/IP Reference
Models, OSI Vs TCP/IP.

Physical Layer ~Introduction to Guided Media- Twisted-pair cable, Coaxial cable and Fiber optic cable
and intreduction about unguided media.

UNIT II: Data link layer: Design issues, Framing: fixed size framing, variable size framing, flow control,
error control, error detection and correction codes, CRC, Checksum: idea, one's complement internet
checksum, services provided to Network Layer, Elementary Data Link Layer protocols: simplex
protocol, Simplex stop and wait, Simplex protocol for Noisy Channel.

Sliding window protocol: One bit, Go back N, Selective repeat-Stop and wail protocol, Data link layer in
HDLC, Point lo point protocol (PPP)

UNIT — III: Media Access Control: Random Access: ALOHA, Carrier sense multiple access (CSMA),
CSMA with Collision Detection, CSMA with Collision Avoidance, Controlled Access: Reservation,
Polling, Token Passing, Channelization: frequency division multiple Access(FDMA), time division
multiple access(TDMA), code division multiple access(CDMA).

Wired LANs: Ethernet, Ethernet Protocol, Standard Ethernet, Fast Ethernet(100 Mbps), Gigabit Ethernet,
10 Gigabit Ethernet.

UNIT —IV: The Network Layer Design Issues — Store and Forward Packel Switching-Services Provided
to the Transport layer- Implementation of Connectionless Service-Implementation of Connection Oriented
Service- Comparison of Virtual Circuit and Datagram Networks,

Routing Algorithms-The Optimality principle-Shortest path, Flooding, Distance vector, Link state,
Hierarchical, Congestion Control algorithms-General principles of congestion control, Congestion
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KRUCET B.Tech. R23 Regulations
prevention polices, Approaches to Congestion Control-Traffic Aware Routing- Admission Control-Traffic
Throttling-Load Shedding. Traffic Control Algorithm-Leaky bucket & Token bucket.
Internet Working: How networks differ- How networks can be connected- Tunnelling. internetwork
routing-, Fragmentation, network layer in the internet — IP protocols-1P Version 4 protocol-IPV4 Header
Format. IP addresses, Class full Addressing, CIDR, Subnets-IP Version 6-The main IPV6 header,
Transition from IPV4 to [PV6, Comparison of IPV4 & [PV6.

UNIT —V: The Transport Layer: Transport layer protocols: Introduction-services- port number-User
data gram protocol-User datagram-UDP services-UDP applications-Transmission control protocol: TCP
services- TCP features- Segment- A TCP connection- windows in TCP- flow control-Error control.
Congestion control in TCP.

Application Layer — World Wide Web: HTTP, Electronic mail-Architecture- web based mail- email
security- TELENET-local versus remole Logging-Domain Name System.

Text Books:
1. Computer Networksm, Andrew S Tanenbaum, Fifth Edition. Pearson Education/PHI

2 Data Communications and Networks, Behrouz A. Forouzan. Fifth Edition TMH.

References Books:
|. Data Communications and Networks- Achut S Godbole, AtulKahate

2. Computer Networks, Mayank Dave, CENGAGE
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
B.Tech (CSE)-III- V' Sem L TPC
30 03

DATA WAREHOUSING AND DATA MINING

Course Objectives:
The main objectve of the course is o
s Introduce basic concepts and techniques of data warchousing and data mining
e Examine the types of the data to be mined and apply pre-processing methods on raw data
o Discover interesting patterns, analyze supervised and unsupervised models and estimate the accur
of the algorithms.

acy

Course Quitcomes:

By the end of the course student will be able o

¢ [llustrate the importance of Data Warchousing, Data Mining and its functionalities and Design schema
for real time data warchousing applications.

s Demonstrate on various Data Preprocessing Techniques viz. data cleaning, data integration, data
transformation and data reduction and Process raw data to make it suitable for various data mining
algorithms,

« Choose appropriate classification technigue to perform classification, model building and evaluation.

e Mlake use of association rule mining techniques viz. Apriori and FP Growth algorithms and analyze on
frequent itemsets generation,

® Identify and apply various clustering algorithm (with open source wols), interpret. evaluate and report
the resull.

UNIT-I: Data Warehousing and Online Analytical Processing: Basic concepts, Data Warchouse
Modeling: Data Cube and OLAP, Data Warchouse Design and Usage, Data Warchouse Implementation,
Cloud Data Warehouse, Data Mining and Patten Mining. Technologies, Applications, Major issues,
Data Objects & Attribute Types, Basic Statistical Descriptions of Data, Data Visualization, Measuring
Data Similarity and Dissimilarity. (Text Book- 1)

UNIT II: Data Preprocessing: An Overview, Data Cleaning, Data Integration, Data Reduction, Data
Transformation and Data Discretization, ( Text Book- 1)

UNIT-III: Classification: Basic Concepts, General Approach to solving a classification problem,
Decision Tree Induction: Attribute Selection Measures, Tree Pruning, Scalability and Decision Tree
Induction, Visual Mining for Decision Tree Induction, Bayesian Classification Methods: Bayes
Theorem, Naive Bayes Classification, Rule-Based Classification, Model Evaluation and Sclccli-un.
{Text Book- 2)

UNIT-IV: Association Analysis: Problem Definition, Frequent ltemset Generation, Rule Generation;
Confident Based Pruning, Rule Generation in Apriori Algorithm, Compact Representation of frequent
item sets, FP-Growlh Algorithm. (Text Book- 2)
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UNIT=V: Cluster Analysis: Overview, Basics and Importance of Cluster Analysis, Clustering
technigues, Different Types of Clusters; K-means: The Basic K-means Algorithm, K-means Additional
Issues, Bi-secting K Means, Agglomerative Hierarchical Clustering: Basic Agglomerative Hierarchical
Clustering Algorithm DBSCAN: Traditional Density Center-Based Approach. DBSCAN Algorithm.
Strengths and Weaknesses. (Text Book- 2)

Text Books:
I. Data Mining concepts and Techniques, 3™ edition, Jiawei Han. Michel Kamber. Elsevier.
2011.

2. Introduction to Data Mining; Pang-Ning Tan & Michael Steinbach, Vipin Kumar, Pearson.
2012,

Reference Books:
|. Data Mining: VikramPudi and P. Radha Krishna, Oxford Publisher.
2.Data Mining Techniques, Arun K Pujari, 3™ edition, Universities Press.2013.
3.(NPTEL course by Prof.PabitraMitra) http:/fonlinecourses.nptel ac.in/nocl7_me24/preview
4. hitp://www saedsayad.com/data_mining_map.html
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B.Tech CSE(III-V Semseter) LTPC
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OBJECT ORIENTED ANALYSIS AND DESIGN

Course Objectives

The main objectives of this course are for the students to:

*  Become familiar with all phases of Object-Oriented Analysis and Design (QOAD).

= Master the main features of the Unified Modeling Language (UML)

+  Master the main concepts of Object Technologies, learn how to apply them in practice, and develop the
ability to analyze and solve challenging problems in various domains.

= Leamn the Object Design Principles and understand how to apply them towards implementation.

Course Qutcomes

After completing this course, students will be able to:

=  Analyze the nature of complex systems and their solutions.

*  lllustrate and relate the conceptual model of UML, identify and design the classes and relationships.

* Analyze and design Class and Object Diagrams that represent the static aspects of a software system, and
apply basic and advanced structural modeling concepts for designing real-time applications.

* Analyze and design behavioral aspects of a software system using Use Case, Interaction, and Activity
Diagrams.

*  Analyze and apply techniques of State Chart Diagrams and Implementation Diagrams to model behavioral
aspects and the runtime environment of software systems.

UNIT I

Introduction: The Structure of Complex systems, The Inherent Complexity of Software, Atiributes of Complex
System, Organized and Disorganized Complexity, Bringing Order to Chaos, Designing Complex Systems. Casc
Study: System Architecture: Satellite-Based Navigation

UNIT II:

Introduttion to UML: Importance of modeling, principles of modeling, object oriented modeling, conceptual
model of they UML, Architecture, and Software Development Life Cycle. Basic Structural Modeling: Classes,
Relationships, common Mechanisms, and diagrams. Case Study: Control System: Traffic Management.

UNIT I11:

Class & Object Diagrams: Terms, concepts, modeling techniques for Class & Object Diagrams. Advanced
Structural Modeling: Advanced classes, advanced relationships, Interfaces, Types and Roles, Packages. Case
Study: Al: Cryptanalysis.

UNIT IV:
Basic Behavioral Modeling-I: Interactions, Interaction diagrams Use cases, Use case Diagrams, Activity
Diagrams. Case Study: Web Application: Vacation Tracking System K

UNIT V:

Advanced Behavioral Modeling: Events and signals, state machines, processes and Threads, time and space
state chart diagrams. Architectural Modeling: Component, Deployment, Component diagrams and Deployment
diagrams. Case Study: Weather Forecasting

Text Books:

I. Grady BOOCH, Robent A. Maksimchuk, Michael W. ENGLE, Bobbi J. Young, Jim Conallen, Kellia
Houston , “Object- Oriented Analysis and Design with Applications™, 3rd edition, 2013, PEARSON.

2. Grady Booch, James Rumbaugh, Ivar Jacobson: The Unified Modeling Language User Guide, Pearson
Education.
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Reference Books:

1. Meilir Page-Jones: Fundamentals of Object Oriented Design in UML, Pearson Education.

3 Pascal Roques: Modeling Software Systems Using UML2, WILLEY- Dreamtech India Pvi. Ld.

3. Atl Kahate: Object Oriented Analysis & Design, The McGraw-Hill Companies.

4. Appling UML and Patterns: An introduction to Object = Oriented Analysis and Design and Unified

Process, Craig Larman, Pearson Education.

)

/,
— E \‘ 4 O

=



COLLEGE OF ENGINEERING & TECHNOLOGY
L TPC
3 00 3

KRISHNA UNIVERISTY
B.Tech (CSE)~ III-V Sem

FORMAL LANGUAGES AND AUTOMATA THEORY
(Professional Elective-I)

Course Objectives:

This course is designed 10:

Introduce languages, grammar, and computational models

Explain the Context Free Grammars

Enable the students to use Turing machines

Demonstrate decidability and un-decidability for NP-Hard problems

Course Qutcomes:
After completion of the course, students will be able 1o

®  List types of Turing Machines
® Design Turing Machine
® [Formulate decidability and undesirability problems

UNIT 1
Need of Automata theory, Automation, Finite Automation, Transition Systems, Acceptance of a String,

DFA, Design of DFAs, NFA, Design of NFA, Equivalence of DFA and NFA, Conversion of NFA into
DFA., Finite Automata with €-Transitions, Minimization of Finite Automata, Finite Automata with
output-Mealy and Moore Machines, Applications and Limitation of Finite Automata.

UNIT 11
Regular Expressions, Regular Sets, ldentity Rules, Equivalence of two RE, Manipulations of REs, Finite

Automata and Regular Expressions, Equivalence between FA and RE, Pumping Lemma of Regular Sets,
Closure Properties of Regular Sets, Grammars, Classification of Grammars, Chomsky Hierarchy
Theorem, Right and Left Linear Regular Grammars, Equivalence between RG and FA, Inter Conversion.

UNIT III
Formal Languages, Context Free Grammar, Leftmost and Rightmost Derivations, Parse Trees

Ambiguous Grammars, Simplification of Context Free Grammars-Elimination of Useless Symbols
Normal Forms-Chomsky Normal Form and Greibach Normal Form, Pumping Lemma, Closure
Properties, Applications of Context Free Grammars.

UNIT IV
Pushdown Automata, Definition, Model, Graphical Notation, Instantaneous Description, Language

Acceptance of Pushdown Automata, Design of Pushdown Automata, Deterministic and Non —
Deterministic Pushdown Automata, Equivalence of Pushdown Automata and Context Free Grammars
Conversion, ‘
UNIT V

Turning Machine: Definition, Model, Representation of TMs-Instantancous Descriptions, Transition
Tables and Transition Diagrams, Language of a TM, Design of TMs, Types of TMs, UI;iVGFSﬂ' and
Restricted TM, Decidable and Un-decidable Problems, Halting Problem of TMs, Post's Correspondence
Problem, Classes of P and NP, NP-Hard and NP-Complete Problems. - L
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Text Books:

I. Introduction to Automata Theory, Languages and Computation, J. E. Hoperoft, R. Motwani and J. D.
Ullman, 3' Edition, Pearson, 2008

2. Theory of Computer Science-Automata, Languages and Computation, K. L. P. Mishra and N.
Chandrasekharan, 3 Edition, PHI, 2007

Reference Books:

I. Elements of Theory of Computation, Lewis H.P. & Papadimition C.H., Pearson /PHI
2. Theory of Computation, V. Kulkarni, Oxford University Press, 2013

=N

3. Theory of Automata, Languages and Computation, Rajendra kumar, McGraw Hill, 2014

e-Resources:
1'} https://nptel.ac.in/courses/ 1 06/104/106 104028/
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B.Tech (CSE)} I1I-V Sem LT PC
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CYBER SECURITY
(Professional Elective-I)

Course Objectives:
e Learn threats and risks with in context of the cyber security architecture.
e Student should learn and Identify security tools and hardening techniques.
e To learn types of incidents including categories, responses and timelines for response.

Course Outcomes: At the end of the course, student will be able to
« Apply cyber security architecture principles.
Demonstrate the risk management processes and practices.
e Appraise cyber security incidents to apply appropriate response
* Distinguish system and application security threats and vulnerabilities.
« Identify security tools and hardening techniques

UNIT-I:

Introduction to Cyber Security-Cyber security objectives, roles, differences between information
security and cyber security, Cyber security principles-confidentiality, integrity, availability,
authentication and non repudiation

UNIT-II:

Information Security within Lifecycle Management-Lifecycle management landscape, Security
architecture processes, Security architecture tools, [ntermediate lifecycle management concepls,
Risks & Vulnerabilities-Basics of risk management, Operational threat environments, Classes of
attacks

UNIT-III:

Incident Response-Incident categories, Incident response, [ncident recovery, Operational
security protection-Digital and data assets, ports and protocols, Protection technologies, Identity and
access Management, configuration management

UNIT-IV:
Threat Detection and Evaluation Monitoring-Vulnerability management, Security logs and alerts,
Monitoring tools and appliances, Analysis-Network traffic analysis, packet capture and analysis

UNIT-V:
Introduction to backdoor System and security-Introduction to metas ploit, backdoor, demilitarized
zone (DMZ), Digital signature, Brief study on Harding of operating system.

Text Books:
1. NASSCDM:Securil)'AnalystSludemHandBnok,DecED\ 5

2. Information Security ~Management Principles, Updated Edition,
DavidAlexander, AmandaFinch, David Sutton, BCS publishers, June 2013

Reference Books: , .
1. Cyber Security Fundamentals-Cyber Security, Network Security and Data Governance Security,2™

Edition, ISACA Puhlishcrs;?]..[}/'lt} . // DQ%\/
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MICROPROCESSORS & MICROCONTROLLERS
(Professional Elective-1)

Course Objectives:
« To introduce fundamental architectural concepls of microprocessors and microcontrollers,

« To impart knowledge on addressing modes and instruction set of 8086 and 8051
» To introduce assembly language programming concepls
« To explain memory and /O interfacing with 8086 and 8051

« Tointroducel6 bit and 32 bit microcontrollers.

Unit 1:
8-bit Microprocessor architecture and Programming : Introduction - Intel8085 Microprocessor
Architecture — Pin Description - Addressing Modes —Instruction Set — Assembly Language Programming

- Timing Diagrams.

Unit 2:

8086 Architecture : Main features, pin diagram/description, 8086 microprocessor family, internal
architecture. bus interfacing unit, execution unit, 8086 system timing, minimum mode and maximum mode
configuration.

8086 Programming : Program development steps, instructions, addressing modes, assembler directives,
writing simple programs with an assembler, assembly language program development tools.

Unit 3:
Memory and Peripherals Interfacing : Interfacing Memory — Interfacing Peripherals — Interrupts — 8255
Programmable Peripheral Interface —8251 Programmable Communication Interface — 8253 Programmable

Interval Timer — 8259 Programmable Interrupt Controller.

Unit 4:
3-bit Micro Controller : Introduction — Architecture of 8051 Microcontroller — Memory Organization —
Pin Diagram — Interrupts — Addressing Modes — 8051 Instruction — Assembly language Programming using

8051 Microcontroller, LCD & Keyboard Interfacing.

Unit 5:
ARM Architectures and Processors: introduction to CISC and RISC architectures, ARM Architecture, ARM
Processors Families, Introduction to 16/32 bil processors, ARM7 architecture and organization, Thumb

instructions. ARM Cortex-M3 Processor Functional Description.

Text Books :
I. Ramesh S. Gaonkar, Microprocessor Architecture, Programming and Applications with 8085, Penram

International Publications, Fifth Edition, 2008.
2. Krishna Kant. Microprocessors and Microcontrollers — Architectures, Programming and System Design

8085, 8086, 8051, 8096, PHI, Sixth Edition, 2010.
Soumitra Kumar Mandal, Microprocessors and Microcontrollers: Architecture, Programming and

Interfacing Using 8085, 8086 and 8051, Tata McGraw Hill, Sixth Reprint, 2012.
4. The 8051 Microcontrollers and Embedded systems Using Assembly and C, Muhammad Ali Mazidi and

Janice Gillespie Mazidi and Rollin D.McKinlay; Pearson 2-Edition,2011.
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Reference Books ;

1. Doughlas V. Hall, Microprocessors and Interfacing, Programming and Hardware, Mc Graw Hill, 2012.
2. Mohamed Ali Mazidi, Janice Gillispie Mazidi, Rolin MeKinlay, The 8051 Microcontroller and
Embedded Systems: Using Assembly and C, Second Edition, Pearson Education, 2011.
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KRISHNA UNIVERISTY COLL
B.Tech (CSE)}- 111-V Sem

QUANTUM COMPUTING
(Professional Elective Course=1)

Course Objectives:

The objectives of this course are
computation, o understand quantum gates ar
and Shor’s for real-world problem solving.

m mechanics that underpin quantum

{0 introduce the core concepts of quantu
Igorithms such as Grover's

d circuits, and to explore major quantum a

Course Qutcomes:

After completing the course, you will be able to:
« Understand basic concepts of qubits, superposition, entanglement, and quantum measurements.
s Design and simulate quanium circuils using gates such as Hadamard, CNOT, and Toffoli.
+ Implement and analyze simple quantum algorithms like Deutsch-Jozsa, Grover’s, and Shor’s.

« Apply quantum algorithms to problems in search, factorization, and optimization.

« Explore quantum programming platforms such as Qiskit for real-time circuit simulation.

UNIT - 1
History of Quantum Computing: Importance of Mathematics, Physics and Biology. Introduction to

Quantum Computing: Bits Vs Qubits, Classical Vs Quantum logical operations

UNIT - I
Background Mathematics: Basics of Linear Algebra, Hilbert space, Probabilities and measurements.

Background Physics: Paul's exclusion Principle, Superposition, Entanglement and super-symmetry.,
density operators and correlation, basics of quantum mechanics, Measurements in bases other than

computational basis. Background Biology: Basic concepts of Genomics and Proteomics (Central Dogma)

UNIT - I
Qubit: Physical implementations of Qu

Quantum Circuits: single qubit gates, mu

bit. Qubit as a quantum unit of information. The Bloch sphere
Itiple qubit gates, designing the quantum circuits. Bell states.

UNIT - IV
Quantum Algorithms: Classical computation on quantum computers. Relationship between quantum and

classical complexity classes. Deutsch’s algorithm, Deutsch’s-Jozsa algorithm, Shor’s factorization
algorithm, Grover’s search algorithm.

UNIT -V
Noise and error correction: Graph states and codes, Quantum error correction, fault-tolerant computation.

Quantum [nformation and Cryptography: Comparison between classical and quantum information theory.
Quantum Cryptography, Quantum teleportation

Text Books:
|. Quantum Computation and Quantum Information, Nielsen M. A.,.Cambridge

2. Programming Quantum Computers, Essential Algorithms and Code Samples, Eric R Johnson, Nic
Harrigan, Mercedes Ginemo, Segovia, Oreilly

Refcrence Books:
I. Quantum Computing for Computer Scientists, Noson S. Yanofsk, Mirco A. Mannueci

@ et A



2

Principles of Quantum Computation and Information,Benenti G., Casati G. and Strini G., Vol.I:

Basic Concepts, Vol Il
Basic Tools and Special Topics, World Scientific, Pittenger A. O., An Introduction to Quantum

Computing Algorithms

Online Learning Resources:

5
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https://qiskit.org/leam

https://swayam.gov.in/nd1_noc23_cs74
https://nptel.ac.in/courses/ 106105216
https:/brilliant.org/courses/quantum-computing/ (] /
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)-I1I-V Sem L TPC
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COMPUTER NETWORKS LAB

Course Objectives:
Learn basic concepts of computer networking and acquire practical notions of protocols with the emphasis

on TCP/IP. A lab provides a practical approach to Ethernet/Internet networking: networks are assembled,
and experiments are made to understand the layered architecture and how do some important protocols

work

List of Experimenls:
1. Study of Network devices in detail and connect the computers in Local Area Network.

2. Write a Program to implement the data link layer farming methods such as

i) Character stuffing ii) bit stuffing.
3. Write a Program to implement data link layer farming method checksum.
Write a program for Hamming Code generation for error detection and correction.
Write a Program to implement on a data set of characters the three CRC polynomials —
16 and CRC CCIP.
. Write a Program to implement Sliding window protocol for Goback N.
_ Write a Program to implement Sliding window protocol for Selective repeal.
. Write a Program to implement Stop and Wait Protocol.
. Write a program for congestion control using leaky bucket algorithm
10. Write a Program to implement Dijkstra‘s algorithm to compute the Shortest path through a graph.
11. Write a Program to implement Distance vector routing algorithm by obtaining routing table at each
node (Take an example subnet graph with weights indicating delay between nodes).

CRC 12, CRC

voA
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References:
1. Shivendra S.Panwar, Shiwen Mao, Jeong-dong Ryoo, and Yihan Li, “TCP/IP Essentials

A Lab-Based Approach”, Cambridge University Press, 2004.
2. Cisco Networking Academy, “CCNAl and CCNA2 Companion Guide”, Cisco
Networking Academy Program, 3rd edition, 2003.
3. Elloitte Rusty Harold, “Java Network Programming”, 3rd edition, O'REILLY, 2011,
Online Learning Resources/Virtual Labs:
e htips://www.netacad.com/courses/ acket-tracer - Cisco Packet Tracer.
Ns Manual, Available at: hltps!.’fwww.isi.edw’nsnam-’ns-’ns-documcnmlion.hlml. 2011,
hitps:/www.wireshark.org/docs/wsug html chunked/ -Wireshark,

https:// nplel.ac.in-’cuursc:d 106105183/25
«  htip:/www.nptelvideos.in/2012/1 1 /computer-networks.html

« hitps://nptel.ac.in/courses/1 061051 83/3
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
B.Tech (CSE} 1II-V Sem LTPC
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DATA MINING LAB
Course Objectives: The main objective of the course is to
+ Inculcate Conceptual, Logical, and Physical design of Data Warehouses OLAP applications and
OLAP deployment
+  Design a data warehouse or data mart to present information needed by management in a form that
is usable
= Emphasize hands-on experience working with all real data sets.
= Testreal data sets using popular data mining tools such as WEKA, Python Libraries
* Develop ability to design various algorithms based on data mining tools.

Software Requirements: WEKA Tool/Python/R-Tool/Rapid Tool/Oracle Data mining

List of Experiments:
I. Creation of a Data Warehouse.

* Build Data Warchouse/Data Mart (using open source tools like Pentaho Data Integration Tool,
Pentaho Business Analylics; or other data warchouse tools like Microsoft-SSIS, Informatica,
Business Objects,cle.,)

»  Design multi-dimensional data models namely Star, Snowflake and Fact Constellation schemas for
any one enlerprise (ex. Banking, Insurance, Finance, Healtheare, manufacturing, Automobiles,
sales etc).

= Write ETL scripts and implement using data warchouse tools.

» Perform Various OLAP operations such slice, dice, roll up, drill up and pivot

2. Explore machine learning tool “WEKA™

» Explore WEKA Data Mining/Machine Leaming Toolkit.

=  Downloading and/or installation of WEKA data mining toolkit.

« Understand the features of WEKA toolkit such as Explorer, Knowledge Flow interface,
Experimenter, command-line interface,

= Navigate the options available in the WEKA (ex. Select attributes panel, Preprocess panel, Classify
panel, Cluster panel, Associate panel and Visualize panel)

» Study the arff file format Explore the available data sets in WEKA. Load a data set (ex. Weather
dataset, Iris dataset, elc.)

« Load each dataset and observe the following:

1. List the atribule names and they types
2. Number of records in each datasel
3. Identify the class attribute (if any)
4, Plot Histogram
5. Determine the number of records for each class,
6. Visualize the data in various dimensions
3. Perform data preprocessing tasks and Demonstrate performing association rule mining on data sets
« Explore various options available in Weka for preprocessing data and apply
Unsupervised filters like Discretization, Resample filter, etc. on each dataset
« Load weather. nominal, Iris, Glass datasets into Weka and run Apriori

Algorithm with different support and confidence values.
o
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Study the rules generated. Apply different discretization filters on numerical attributes and run the
Apriori association rule algorithm. Study the rules generated.

Derive interesting insights and observe the effect of discretization in the rule generation process.

4. Demonstrate performing classification on data sets Weka/R

ILoad each dataset and run 1d3, J48 classification algorithm. Study the classifier output. Compute
entropy values, Kappa statistic.

Extract if-then rules from the decision tree generated by the classifier, Observe the confusion
matrix.

Load each dataset into Weka/R and perform Naive-bayes classification and k-Nearest Neighbour
classification. Interpret the results obtained.

Plot RoC Curves

Compare classification results of 1D3, J48, Naive-Bayes and k-NN classifiers for each dataset, and
deduce which classifier is performing best and poor for each dataset and justify.

5. Demonstrate performing clustering of data sets

Load each dataset into Weka/R and run simple k-means clustering algorithm with different values
of k (number of desired clusters).

Study the clusters formed. Observe the sum of squared errors and centroids, and derive insights.
Explore other clustering techniques available in Weka/R.

Explore visualization features of Weka/R to visualize the clusters. Derive interesting insights and
explain.

6. Demonstrate knowledge flow application on data sets into Weka/R

8.
9.
10.

Develop a knowledge flow layout for finding strong association rules by using Apriori, FP Growth
algorithms
Set up the knowledge flow to load an ARFF (batch mode) and perform a cross validation using J43
algorithm
Demonstrate plotting multiple ROC curves in the same plot window by using j48 and Random
forest tree . .
Demonstrate ZeroR technique on Iris dataset (by using necessary preprocessing technique(s)) and
share your observations
Write a java program (o prepare a simulated data set with unique instances.
Implement a Java/R program to perform Apriori algorithm
Write a R program to cluster your choice of data using simple k-means algorithm using JDK
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECIINOLOGY

B.Tech (CSE)- 111-V S5¢em
MERN Stack Development (Skill Enhanced Course-111)
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Course Objectives:
The main objectives of the course are to

» Make use of router, template engine and authentication using sessions to develop application in
ExpressJS.

« Build a single page application using RESTful APIs in ExpressJS
= Apply router and hooksin designing ReactJS application
» Make use of MongoDB queries to perform CRUD operations on document database

Experiments covering the Topics:
» Express)S — Routing, HTTP Methods, Middleware, Templating, Form Dala
* Express]S — Cookies, Sessions, Authentication, Database, RESTful APIs
* Reacl§ —Render HTML, JSX, Components — function & Class, Props and States, Styles, Respond
to Events

React)S — Conditional Rendering, Rendering Lists, React Forms, React Router, Updating the
Screen

* ReacuS — Hooks, Sharing data between Components, Applications — To-do list and Quiz
» MongoDB - Installation, Configuration, CRUD operations, Databases, Collections and Records

Sample Experiments:

1. ExpressJS — Routing, HTTP Methods, Middleware.

a. Write a program to define a route, Handling Routes, Route Parameters, Query Parameters and
URL building.

b. Write a program to accept data, retrieve data and delete a specified resource using http methods.
c. Write a program 10 show the working of middleware.

2. ExpressJS — Templating, Form Data
a. Write a program using templating engine.
b. Write a program to work with form data.

3. ExpressJS — Cookies, Sessions, Authentication

a, Wrile a program for session management using cookies and sessions.
b.Write a program for user authentication.

4. ExpressJS — Database, RESTful APIs

a. Write a program to connect MongoDB database using Mangoose and perform CRUD operations.
b. Write a program to develop a single page application using RESTful APIs,

5. React]S — Render HTML, JSX, Components — function & Class
a.Write a program to render HTML 1o a web page.
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b.Write a program for writing markup with JSX.
c.Write a program for creating and nesting components (function and class).

6. ReactJS — Props and States, Styles, Respond to Events
a. Write a program to work with props and states.
b. Write a program 1o add styles (CSS & Sass Styling) and display data.
c. Write a program for responding to events.

7. ReactJS — Conditional Rendering, Rendering Lists, React Forms
Write a program for conditional rendering.
b. Write a program for rendering lists.

Write a program for working with different form fields using react forms.

B

8. ReactJS — React Router, Updating the Screen
a.Write a program for routing to different pages using react router.
b.Write a program for updating the screen.

9, ReactJS — Hooks, Sharing data between Components
a Write a program to understand the importance of using hooks.
b.Write a program for sharing data between components.

10. MongoDB — Installation, Configuration, CRUD operations

a.Install MongoDB and configure ATLAS

b. Write MongoDB queries to perform CRUD operations on document using insert(), find(),
update(), remove()

11. MongoDB — Databases, Collections and Records
a. Write MongoDB queries to Create and drop databases and collections.
b. Write MongoDB queries to work with records using find(), limit(), sort(), createlndex().

aggregate().

12. Augmented Programs: (Any 2 must be completed)
a. Design a to-do list application using NodeJS and ExpressJS.

b. Design a Quiz app using ReactJS.
c. Complete the MongoDB certification from MongoDB University website.

Text Books:
. Pro MERN Stack: Full Stack Web App Development with Mongo, Express, React, and Node. Vasan
Subramanian, 2™ edition, APress, O'Reilly.
5 NodeJs in Action, Mike Cantelon, Mark Harter, T.J. Holowaychuk, Nathan Rajlich,Manning
Publications. (Chapters 1-11)
3. React Quickly, AzatMardan,Manning Publications(Chapters 1-8.12-14)
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Web Links:
I Express]S - htps /s futonlspoimt coneapressys
2. Reacts - hitps Dwww w 3schools com/REACT (and)  htps:react dev/learn it
3. MongoDB - nips/lear moneodb com/learmimg-pathsZintrodac o= to-mongod b
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)- IlI- V Sem
Exploratory Data Analysis Using R (Skill Enhanced Course-III)
L TPC
3 00 3

Course Objectives:
The students will be able to learn: o
+ How to manipulate data within R and to create simple graphs and charts used in introductory statistics.
« The given data using different distribution functions in R.
«  Hypothesis testing and calculating confidence intervals; performing linear regression models for data
analysis.
«  The relevance and importance of the theory in solving practical problems in the real world.
Course Outcomes (CO):
After completion of the course, students will be able to:
« Install and use R for simple programming tasks.
« Extend the functionality of R by using add-on packages.
«  Extract data from files and other sources and perform various data manipulation tasks on them.
« Explore statistical functions in R.
« Use R Graphics and Tables to visualize results of various statistical operations on data.
«  Apply the knowledge of R gained to data analytics for real-life applications.

List of Experiments:
I: Introeduction to Computing
« Installation of R
s The basics of R syntax, workspace
« Matrices and lists
s Subsetting
«  System-defined functions; the help system
«  Errors and warnings; coherence of the workspace
2: Getting Used to R: Describing Data
+ Viewing and manipulating data
« Plotting data
« Reading the data from console, file (.csv), local disk, and web
« Working with larger datasets
3: Shape of Data and Describing Relationships
« Tables, charts, and plots
« Univariate dala, measures of central tendency, frequency distributions, variation, and shape
. Multivariate data, relationships between a categorical and a conlinuous variable
« Relationship between two continuous variables: covariance, correlation coefficients, comparing multiple
correlations
« Visualization methods: categorical and continuous variables, two categorical variables, two continuous
variables
4: Probability Distributions
« Sampling from distributions: Binomial distribution, normal distribution
o 1-Test, z-Test, Chi-Square test
+  Density functions
« Data Visualization using ggplot: Box plot, histograms, scatter plotter, line chart, bar chart, heat maps

Computer Science & Engineering
5: Exploratory Data Analysis
¢ Demonstrate the range, summary, mean, variance, median, standard deviation, histogram, box plot, scatter
plot using population dataset. L
G: Testing Hypotheses
+  Null hypothesis significance testing
+  Testing the mean of one sample
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* Testing two means
7: Predicting Continuous Variables

*  Linear models

=  Simple linear regression

*  Multiple regression

*  Bias-variance trade-ofY, cross-validation
8: Correlation

* How 1o calculate the correlation between two variables
= How lo make scatter plots

*  Use the scatter plot to investigate the relationshi p between two variables
9: Tests of Hypotheses

*  Perform tests of hypotheses about the mean when the variance is known
= Compute the p-value
*  Explore the connection between the critical region, the test statistic, and the p-value
10: Estimating a Linear Relationship
*  Demonstration on a statistical model for a linear relationship
*  Least squares estimates
* The R function Im
=  Scrutinizing the residuals
11: Apply-Type Functions
*  Defining user-defined classes and operations, models, and methods in R
* Customizing the user's environment
s Conditional statements
= Loops and iterations
12: Statistical Functions in R
*  Write and demonstrale statistical functions in R

= Statistical inference, contingency tables, chi-square goodness of fit, regression, generalized linear models,
advanced modeling methods

References:
1. Sandip Rakshit, With R, McGraw Hill Education, 2018.

2. Garceth James, Daniela Witten, Trevor Hastie, Robert Tibshirani, fntroduction ro Statistical Learning: with
Applications in R, Springer Texts in Statistics, 2017.

3. Joseph Schmuller, Analysis with R for Beginners, Wiley, 2017,

4.

K. G. Srinivasa, G. M. Siddesh, Chetan Shetty, Sowmya B. 1., Programming in R, Oxford Higher
Education, 2017,

Online Learning Resources / Virtual Labs:
1. www.oikostat.ch
2. Learning Statistics with R
3. Probability: Coursera Course
4. 1SI Bangalore Resources

Note:
The list of experiments is not restricted to the above list. A detailed list of programming exercises can be prepared

by the concemed faculty members. / (’H/
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
B.Tech (CSE)} 111-V Sem
USER INTERFACE DESIGN USING FLUTTER

Course Objectives:
« Learns to Implement Flutter Widgets and Layouts
« Understands Responsive Ul Design and with Navigation in Flutter
« Knowledge on Widges and customize widgets for specific Ul elements, Themes
« Understand to include animation apart from fetching data

List of Experiments:
Students need to implement the following experiments

I. a) Install Flutier and Dart SDK.
b) Write a simple Dart program to understand the language basics.

2. a) Explore various Flutter widgets (Text, Image, Container, etc.).
b) Implement different layoul structures using Row, Column, and Stack widgets.

3. a) Design a responsive Ul that adapts to different screen sizes.
b) Implement media queries and breakpoints for responsiveness.

4. a) Set up navigation between different screens using Navigator.
b) Implement navigation with named routes.

5. a) Learn about stateful and stateless widgets.
b) Implement state management using set State and Provider.

6. a) Create custom widgets for specific Ul elements.
b) Apply styling using themes and custom styles.

7. a) Design a form with various input fields.
b) Implement form validation and error handling.

8. a) Add animations to Ul elements using Flutter's animation framework.
b) Experiment with different types of animations (fade, slide, etc.).

9. a) Fetch data from a REST AFI.
b) Display the fetched data in a meaningful way in the UL

10. a) Write unit tests for Ul components.
b) Use Flutter's debugging tools 1o identify and [ix issues,

Text Books:
1. Marco L. Napoli, Beginning Flutter: A Hands-on Guide to App Development.

2. Rap Payne, Beginning App Development with Flutter: Create Cross-Platform Mobile Apps 1"

Edition, Apres
3. Richard Rose, Flutter & Dart Cookbook, Developing Full stack Applications for the Cloud.
Oreilly,
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
B.Tech (CSE)}- HNI-VI Sem L TPrCcC
3 003
COMPILER DESIGN
Course Objectives:
® Teach the conceplts related to assemblers, loaders, linkers and editors
» Introduce the basic principles of the compiler constryction
* Explain the Concept of Context Free Grammars, Parsing and various Parsing Techniques.
» Expose the process of intermediate code generation.
Instruct the process of Code Generation and various Code optimization techniques
Course Qutcomes:
After completion of the course, students will be able to
*  Differentiate the various phases of a compiler
»  Design code generator
*  Apply code optimization techniques
*  Identify the tokens and verify the code

UNIT 1:

Lexical Analysis: Language Processors, Structure of a Compiler, Lexical Analysis, The Role of the Lexical
Analyzer, Bootstrapping, Input Buffering, Specification of Tokens, Recognition of Tokens, Lexical Analyzer
Generator-LEX, Finite Automata, Regular Expressions and Finite Automata, Design of a Lexical Analyzer
Generator.

Syntax Analysis: The Role of the Parser, Context-Free Grammars, Derivations, Parse Trees, Ambiguity, Lefi
Recursion, Left Factoring,

UNIT 1I:

Top Down Parsing: Pre Processing Steps of Top Down Parsing, Backtracking, Recursive Descent Parsing, LL (1)
Grammars, Non-recursive Predictive Parsing, Emor Recovery in Predictive Parsing.

Bottom Up Parsing: Introduction, Difference between LR and LL Parsers, Types of LR Parsers, Shift Reduce
Parsing, SLR Parsers, Construction of SLR Parsing Tables, More Powerful LR Parses, Construction of CLR {1) and
LALR Parsing Tables, Dangling Else Ambiguity, Error Recovery in LR Parsing, Handling Ambiguity Grammar
with LR Parsers.

UNIT III:
Syntax Directed Translation: Syntax-Directed Definitions, Evaluation Orders for SDD's, Applications of Syntax
Directed Translation, Syntax-Directed Translation Schemes, Implementing L-Attributed SDD’s. Intermediate

Code Generation: Variants of Syntax Trees, Three Address Code, Types and Declarations, Translation of
Expressions, Type Checking, Control Flow, Backpatching, Intermediate Code for Procedures.

UNIT IV:
Code Optimization: The Principle Sources of Optimization, Basic Blocks, Optimization of Basic Blocks. Structure
Preserving Transformations, Flow Graphs, Loop Optimization, Data-Flow Analysis, Peephole Optimization

UNIT V:

Run Time Environments: Storage Organization, Run Time Storage Allocation, Activation Records, Procedure
Calls, Displays

Code Generation: Issues in the Design of a Code Generator, Object Code Forms, Code Generation Algorithm,
Register Allocation and Assignment.

Text Books:

I. Compilers: Principles, Techniques and Tools, Second Edition, Alfred V., Aho, Monica S. Lam, Ravi Sethi
Jeffry D. Ullman, Pearsan, 2007.

Reference Books: . i . {7
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1. Compiler Construction, Principles and Practice, Kenneth C Louden, Cengage Leaning, 2006

2. Modern compiler implementation in C, Andrew W Appel, Revised edition, Cambridge University Press.

3. Optimizing Compilers for Modern Architectures, Randy Allen, Ken Kennedy, Morgan Kauffmann,
2001.

4. Levine, 1.R., T. Mason and D. Brown, Lex and Yace, edition, O'Reilly & Associates, 1990
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)- HI-V1 Sem L TPC
3 003

MACHINE LEARNING

Course Objectives:
The course is introduced for students to
o Understand basic concepts of Machine Learning
s Study different learning algorithms
o lllustrate evaluation of learning algorithms
Course Outcames (CO):
Afier completion of the course, students will be able 1o
e Identify machine lcarning techniques suitable for a given problem
¢ Solve the problems using various machine leaming techniques
« Designapplication using machine learning techniques

UNIT1 Introduction to Machine Learning &Préparing to Model

Introduction: What is Human Learning? Types of Human Learning, what is Machine
Learning?Types of Machine Leamning, Problems Not to Be Solved Using Machine Learning,
Applications of Machine Learning, State-of-The-Art Languages/Tools in Machine Learning, Issues
in Machine Leaming

Preparing to Model:
Learning, Exploring Structure of Dat

Introduction, Machine Leaming Activities, Basic Types of Data in Machine
a, Data Quality and Remediation, Data Pre-Processing

UNIT 11 Modelling and Evaluation & Basics of Feature Engineering
Introduction, selecting a Model, training a Model (for Supervised Learning), Model Representation
valuating Performance of a Model, Improving Performance of a Model

and Interpretability, E
Feature Transformation, Feature Subset Selection

Basics of Feature Engineering: Introduction,

UNIT HI Bayesian Concept Learning & Supervised Learning: Classification
Introduction, Why Bayesian Methods are Important? Bayes’ Theorem, Bayes' Theorem and Concept

Lcamning, Bayesian Belief Network

Supervised Learning: Classification: Introduction, Example of Supervised Leamning, Classification

Model, Classification Learning Steps, Common Classification Algorithms-4-Nearest Neighbour(kNN),
Decision iree, Random forest model, Support vector machines

UNITIV  Supervised Learning: Regression
Introduction, Example of Regression, Common Regression Algorithms-Simple lincar regression,

Multiple linear regression, Assumplions in Regression Analysis, Main Problems in Regression
Analysis, Improving Accuracy of the Lincar Regression Model, Polynomial Regression Model,

Logistic Regression, Maximum Likelihood Estimation.

UNIT V Unsupervised Learning

Introduction, Unsupervised vs Supervised Learning, Application of Unsupervised Learning, Clustering
— Clustering as a machine learning task, Different types of clustering techniques, Partitioning methods,
K-Medoids: a representative object-based technique, Hierarchical clustering, Densily-based methods-
DBSCAN,Finding Pattern using Association Rule- Definition of common terms, Association rule,

Theapriori algorithm for association rule learning, Build the apriori principle rules




Texthooks:
1. Machine Learning, SaikatDult, Subramanian Chandramouli. Amit Kumar Das, Pearson,
2019,

Reference Books:
1. EthernAlpaydin, “Introduction to Machine Learning"”, MIT Press, 2004

2. Stephen Marsland, “Machine Learning -An Algorithmic Perspective”, Second Edition,
Chapman and Hall/CRC Machine Learning and Pattern Recognition Series,2014.
1.

Andreas C. Miller and Sarah Guido “Intreduction to Machine Leaming with Python: A
Guide for Data Scientisis”, Oreilly,
Online Learning Resources;

*  Andrew Ng, “Machine Leaming Yeaming”
https://'www.deeplearing ai/machine-leaming- yeamning/
*  Shai Shalev-Shwanz | Shai Ben-David, “Understanding Machine Learning: From

Theory to Algorithms" ; Cambridge University Press
htrps:// ;S Lac.il'~shms/UndersiandingeMachine ing/index_htm
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)} ITI-VI Sem L TPC
3003

ARTIFICIAL INTELLIGENCE

Course Objectives:

I. The student should be made to study the concepts of Artificial Intelligence.

2. The student should be made to learn the methods of solving problems using Artificial

Intelligence.

3. The student should be made to introduce the concepts of Expert Systems.

4. To understand the applications of Al, namely game playing, theorem proving, and machine
leaming.
To leam different knowledge representation technigues

iy

UNIT -1

Introduction: Al problems, foundation of Al and history of Al intelligent agents: Agents and
Environments, the concept of rationality, the nature of environments, structure of agents, problem solving
agents, problem formulation.

UNIT - 11

Searching- Searching for solutions, uniformed search strategies — Breadth first search, depth first Search.
Search with partial information (Heuristic search) Hill climbing, A* ,AO* Algorithms, Problem reduction,
Game Playing-Adversial scarch, Games.

UNIT - 1

Representation of Knowledge: Knowledge representation issues, predicate logic- logic programming,
semantic nets- frames and inheritance, constraint propagation, representing knowledge using rules, rules
based deduction systems. Reasoning under uncertainty, review of probability.

UNIT - 1V
Logic concepts: First order logic. Inference in first order logic, propositional vs. first order inference,
unification & lifts forward chaining, Backward chaining, Resolution, Leamning from observation Inductive

learning, Decision trees, Explanation based learning.

UNIT -V
Expert Systems: Architecture of expert systems, Roles of expert systems — Knowledge Acquisition Meta
knowledge Heuristics. Typical expert sysiems — MYCIN, DART, XCON: Expert systems shells,
Prompt Engineering: Basics of Prompt Engineering, Prompt tuning and applications in Al systems
Textbooks:

1. S.Russel and P. Norvig, “Artificial Intelligence — A Modern Approach”, SecondEdition. Pearson

Education.
2. Kevin Night and Elaine Rich, Nair B., “Artificial Intelligence (SIE)", Mc Graw Hill

Reference Books:
1. David Poole, Alan Mackworth, Randy Goebel,"Computational Intelligence: a logical approach™,

Oxford University Press, |



w"" L d

2. G. Luger, “Artificial Intelligence: Structures and Strategies for complex problemsolving”, Fourth
Edition, Pearson Education.

3. J. Nilsson, "Anrtificial Intelligence: A new Synthesis”, Elsevier Publishers.

4. Anrtificial Intelligence, SarojKaushik, CENGAGE Learning,

Online Learning Resources:

1. https://ai.google!

2. https//swavam.gov.in/nd|l_nocl9 me7l/preview
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SHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
L TPC
3

KRI
B.Tech (CSE)- I11-VI Sem
3 00

MULTIMEDIA AND ITS APPLICATIONS
(I’rol‘essiunal Elective Course— 1)

Course Objectives:

o To introduce the basic concepts of multimedia syslems.
« To study different types of multimedia data and their formalts.
« To understand multimedia hardware and software tools.

« To explore audio, image, and video processing techniques.
« To explain the applications of multimedia in various fields.

Course Qutcomes:
« Understand the basics and components of multimedia systems.

« Identify various multimedia data types and formals.
« Gain knowledge about multimedia tools and devices.
and video compression techniques.

o Apply image, audio,
lications of multimedia.

« Explore real-world app

UNIT I - Introduction to Multimedia ) ) ]
Definition and types of multimedia, Components: Text, Graphics, Audio, Video, Animation, Multimedia
system architecture, Multimedia applications: Education, Entertainment, E-learning, E-commerce

UNIT IT - Multimedia Data and File Formals
Text, Image, Audio, Video data types, File formats: JPEG, GIF, PNG, TIFF, MP3, MP4, AV,
MPEG,Color models: RGB, CMYK, YUV

UNIT III - Multimedia Tools and Devices
devices, Multimedia software tools: Authoring tools, Editing

Multimedia hardware: Input, output, storage
tools, Operating systems for multimedia, Multimedia databases and content management

UNIT IV — Audio, Image and Video Processing
Basics of digital audio: Sampling, Editing, Compression (MP3), Basics of digital images: Formats, Editing,
Compression (JPEG),Basics of video: Frame rates, Compression (MPEG, H.264), Streaming

UNIT V — Applications of Multimedia
Multimedia in Web design, Multimedia in mobile and smart devices, Virtual Reality and Augmented

Reality, Multimedia in healthcare, advertising, and gaming

Textbooks:

s Ralf Steinmetz and Klar
Education, 2012.

s Tay Vaughan, Multimedia: Making It Wor

a Nahrstedt, Multimedia: Computing, Communications and Applications, Pearson

k. 8th Edition, McGraw-Hill, 2011.

Reference Books:

« Ze-Nian Li and Mark S. Drew, Fundamentals of Multimedia, 2nd Edition, Springer, 2014,

Online Learning Resources:
o hups://nptel.ac.in/courses/106/1 05/106105174
. I'|tlps:r‘.fwww.tutnrialspninl.corn."mullinu:d[afindr:x.l'llml
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY
B.Tech (CSE)}=1I-¥] Sem

SOFTWARE PROJECT MANAGEMENT
(Professional Elective Course— 1)

Course Objectives:

This course is designed to enable the students to understand the fundamental principles of Software

Project management & will also have a good knowledge of the responsibilities of a project manager
and how to handle them.

Course Quicomes:

After completion of the course, students will be able to

Describe the fundamentals of Project Management

Recognize and use Project Scheduling Techniques

*  Familiarize with Project Contral Mechanisms

*  Understand Team Management

Recognize the importance of Project Documentation and Evaluation

UNIT1

Convenlional Software Management: The waterfall model, conventional software Management
performance Evolution of Sofltware Economics: software Economics. Pragmatic Software Cost
Estimation Improving Software Economics: Reducing Software Product Size, Improving Software

Processes, Improving Team EfMecliveness, Improving Automation, Achieving Required Quality,
Peer Inspections.

UNIT 11

The old way and the new: The principles of conventional software Engineering, principles of modemn
software management, transilioning Lo an iteralive process,

Life cycle phases: Engineering and production stages, inception, Elaboration, construction, transition
phases.

Artifacts of the process: The artifact sets, Management artifacts, Engineering artifacts, programmatic
artifacts

UNIT Il

Work Flows of the process: Software process workflows, Inter Trans workflows.

Checkpoints of the Process: Major Mile Stones, Minor Milestones, Periodic status assessments, lerative
Process Planning: work breakdown structures, planning guidelines, cost and schedule estimating,
Iteration planning process, Pragmaltic planning

UNIT IV

Process Automation: Automation Building Blocks, The Project Environment.

Project Control and Process instrumentation: The seven core Metrics, Management indicators,
quality indicators

Tailering the Process: Process discriminants. Managing people and organizing teams

UNIT YV

Project Organizations and Responsibilities: Line-of-Business Organizations, Project Organizations,
evolution of Organizations.

Future Software Project Management: modern Project Profiles, Next pencration Software
cconomics, modern process transitions. '

Case Study: The Command Center Processing and Display System-Replacement (CCPDS-R}
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Textbooks:
|. Software Project Management, Walker Royce, Pearson liducation, 2012
2. Bob Hughes, Mike Cotterell and Rajib Mall “Software Project Management”, 6th Edition,
McGraw Hill Edition, 2017

Reference Books:
1. Pankajlalote, “Software Project Management in practice”, 5th Edition, Pearson Education,
2017.
5. Murali K. Chemuturi, Thomas M. Cagley Jr." Mastering Software Project Management: Best
Practices, Tools and Techniques”, J. Ross Publishing, 2010
3. Sanjay Mohapatra, “Software Project Management™, Cengage Learning, 2011

Online Learning Resources:
http:/nptel.ac.in/courses/106101061/29
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNO )

B.Tech (CSE)}ITI-VI Sem L TPC
3 003
COMPLTER VISION
(Professional Elective Course— II)
Course Objectives:
The objective of this course is 1o understand the basic issues in computer vision and major
approaches to address the methods 1o leam the Linear Filters, segmentation by clustering. Fdge
detection. Texture.
Course Outcomes:
After completing the course. you will be able to:
»  Identify basic concepts. terminology, theories, models and methods in the field of
computer vision,
*  Describe known principles of human visual system,
¢  Describe basic methods of computer vision related to multi-scale representation, edgs
detection and detection of other primitives, stereo, motion and object recognition,
®  Suggest a design of a computer vision system for a specific problem
UNITI LINEAR FILTERS
Introduction 10 Computer Vision. Linear Filters and Convolution. Shift Invariant Linear
Systems. Spatial Frequency and Fourier Transforms, Sampling and Aliasing Filters as
Templates, Technigue: Normalized Correlation and Finding Panems. Technique: Scale and
Image Pyramids.
UNIT IO EDGE DETECTION
Noise- Additive Stationary Gaussian Noise, Why Finite Differences Respond to Noise,
Estimating Derivatives - Derivative of Gaussian Filters, Why Smoothing Helps. Choosing a
Smoaothing Filter, Why Smooth with a Gaussian? Detecting Edges-Using the Laplacian to Detect
Edges. Gradient-Based Edge Detectors, Technique: Orientation Representations and Comers.
UNIT TEXTURE
Representing Texture —Extracting Image Structure with Filier Banks, Represemting Texture
using the Statistics of Filter Outputs, Analvsis (and Synthesis) Using Oriented Pyramids ~The
Laplacian Pyrzmid, Filters in the Spatial Frequency Domain, Oriented Pyramids,
Application: Synthesizing Textures for Rendering, Homogeneity, Synthesis by Sampling Local
Models, Shape from Texture, Shape from Texture for Planes
UNIT IV SEGMENTATION BY CLUSTERING
What is Segmentation. Human Vision: Grouping and Gestalt, Applications: Shot Boundary
Detection and Background Subtraction. Image Segmentation by Clustering Pixels, Segmentation
by Graph-Theoretic Clustering. The Hough Transform, Fitting Lines. Fitting Curves
UNITY RECOGNIZATIONBYRELATIONSEETWEENTEMPLATES
Finding Objects by Voting on Relations between Templates, Relational Reasoning Using Probabilistic
Models and Search, Using Classifiers to Prune Search, Hidden Markov Models, Application: HMM
and Sign Language Understanding, Finding People with HMM.
Texthooks:
David A. Forsyth, Jean Ponce, Computer Vision — A modern Approach. PHL 2003.
Reference Books:
. Geometric Computing with Clifford Algebras: Theorctical Foundarions and Applications in
Computer Vision and Robotics, Springer:] edition2001by Sommer.
2. Digital Image Processing and Computer Vision. 1/e,bySonka.
3. Computer Vision and Applications: Concise Edition (WithCD) by Jack Academy Press,
2000.
Online Learning Resources:hitps:/ inptelac.in courses 1061052 16htms: nptelac.in 'courses 108103174

v




UNIT I:

INTRODUCTION: Origins and
Statistical LM — Regular Expressions, Finite-State Automala —
lexicon and rules, Tokenization, Detecting and Correcting Spelling Errors, Minimum Edit Distance.

UNIT II:
WORD LEVEL ANALYSIS: Unsmoothed N-grams, Evaluating N-grams, Smoothing, Interpolation and

Backoff — Word Classes, Part- of-Speech Tagging, Rule-based, Stochastic and Transformation-based
tagging, Issues in PoS tagging — Hidden Markov and Maximum Entropy models.

UNIT I1I:
SYNTACTIC ANALYSIS: Context-Free Grammars, Grammar rules for English, Treebanks, Normal

Forms for grammar — Dependency Grammar — Syntactic Parsing, Ambiguity, Dynamic Programming
parsing — Shallow parsing
structures, Unification of feature structures

UNITIV:
SEMANTICS AND PRAGMATICS: Requirements for representation, First-Order Logic, Description

Logics — Syntax-Driven Semantic analysis, Semantic attachments — Word Senses, Relations between
Senses, Thematic Roles, selectional restrictions — Word Sense Disambiguation, WSD using Supervised,
Dictionary & Thesaurus, Bootstrapping methods — Word Similarity using Thesaurus and Distributional

methods.

UNIT V:
DISCOURSE ANALYSIS AND LEXICAL RESOURCES: Discourse segmentation, Coherence —

Reference Phenomena, Anaphora Resolution using Hobbs and Centering Algorithm — Coreference
Resolution — Resources: Porter Stemmer, Lemmatizer, Penn Treebank, Brill’'s Tagger, WordNet,

PropBank, FrameNet, Brown Corpus, British National Corpus (BNC).

Text Books:

KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)- ITI-VI Sem L TPC
0 0315

NATURAL LANGUAGE PROCESSING
(Professional Elective Course — 1))

Course Objectives:
This course introduces the fundamental concepts and techniques of natural language processing

(NLP).

e Students will gain an in-depth understanding of the computational properties of natural languages

and the commonly used algorithms for processing linguistic information.
e The course examines NLP models and algorithms using both the traditional symbolic and the more

recent statistical approaches.
e Enable students to be capable to describe the application based on natural language processing and

to show the points of syntactic, semantic and pragmatic processing.

challenges of NLP — Language Modeling: Grammar-based LM,
English Morphology, Transducers for

Probabilistic CFG, Probabilistic CYK, Probabilistic Lexicalized CFGs — Feature

I. Speech and Language Processing: An Introduction to Natural Language Processing, Computational
Linguistics and Speech, 2"Edition, Daniel Jurafsky, James H. Martin -Pearson Publication,2014.

0
o~

U




G"‘" L

IJ

; “lei ~dward Loper,
Natural Language Processing with Python, First Edition, Steven Bird, Ewan Klein and Edwar p
OReilly Media.2009.

Reference Books: . R

l. Language Processing with Java and Ling Pipe Cookbook, 1¥Edition, Breck Baldwin, Atlantic
Publisher, 2015.

- Natural Language Processing with Java, 2"Edition, Richard M Reese, OReilly Media,2015.

- Handbook of Natural Language Processing, Second, NitinIndurkhya and Fred J. Damerau, Chapman
and Hall/CRC Press, 2010.Edition

4. Natural Language Processing and Information Retrieval, 3™Edition, TanveerSiddiqui, U.S. Tiwary,

Oxford University Press,2008.
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DevOps

(Professional Elective Course — III)

Course Objectives:
The main objectives of this course are to:
« Describe the agile relationship between development and IT operations.

« Understand the skill sets and high-functioning teams involved in DevOps and related methods to

reach a continuous delivery capability.
« Implement automated system update and DevOps lifecycle.

UNIT-1

Introduction to DevOps: Introduction to SDLC, Agile Model. Introduction to Devops. DevOps Features,
DevOps Architecture, DevOps Lifecycle, Understanding Workflow and principles, Introduction to
DevOps tools, Build Automation, Delivery Automation, Understanding Code Quality, Automation of CI/

CD. Release management, Scrum, Kanban, delivery pipeline, bottlenecks, examples

UNIT-I1

Source Code Management (GIT): The need for source code control, The history of source code
management, Roles and code, source code management system and migrations. What is Version Control
and GIT, GIT Installation, GIT features, GIT workflow, working with remote repository, GIT commands,
GIT branching, GIT staging and collaboration. UNIT TESTING - CODE COVERAGE: Junit, nUnit &

Code Coverage with Sonar Qube, SonarQube - Code Quality Analysis.

UNIT-III
Build Automation - Continuous Integration (CI): Build Automation, What is CI Why Cl is Required,

CI tools, Introduction to Jenkins (With Architecture), jenkins workflow, jenkins master slave architecture,
Jenkins Pipelines, PIPELINE BASICS - Jenkins Master, Node, Agent, and Executor Freestyle Projects &
Pipelines, Jenkins for Continuous Integration, Create and Manage Builds, User Management in Jenkins

Schedule Builds, Launch Builds on Slave Nodes.

UNIT-IV
Continuous Delivery (CD): Importance of Continuous Delivery, CONTINUOUS DEPLOYMENT CD

Flow, Containerization with Docker: Introduction to Docker, Docker installation, Docker commands,
Images & Containers, DockerFile, Running containers, Working with containers and publish to Docker

Hub.
Testing Tools: Introduction to Selenium and its features, JavaScript testing.

UNIT-V
Configuration Management - ANSIBLE: Introduction to Ansible, Ansible tasks, Roles, Jinja templating,

Vaults, Deployments using Ansible.
Containerization Using Kubernetes(Openshift): Introduction to Kubernetes Namespace & Resources,

CL/CD - On OCP, BC, DC & ConfigMaps, Deploying Apps on Openshift Container Pods. Introduction Lo
Puppet master and Chef.

@ o@%:’“ \L_/%\W-"" 98l
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Text Books:

1

Joyner, Joseph , Devops tor Beginners: Devops Software Development Method Guide for Software
Developers and It Professionals, 1 Editon Mihails Konoplows, 2015

2 Alisson Machado de Menezes , Hands-on DevOps with Linux, 1 Edition, BPB Publications, India,

2021
Reference Books:

I Len Bass Ingo Weber, Liming Zhu DevOps: A Software Architect's Perspective. Addison Wesley,
ISBN-10

2 Gene Nim Je Humble, Patnck Debois, John Willis. The DevOps Handbook, Ist Edwon, 1T
Revolution Press, 2016

b Verona, Joakim Practical DevOps, 1* Edition, Packt Publishing, 2016

4 Joakim Verona Pracucal Devops, Ingram short title; 2™ edinon (2018) ISBN10: 1788392574

-

>

Decpak Gakwad, Viral Thakkar DevOps Tools from Practitioner’s Viewpoint. Wiley publications.
ISBN 978126579952
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MOBILE ADHOC NETWORKS
(Professional Elective Course = III)

Course Objectives:
From the course the student will learn

e Architect sensor networks for various application setups.

e Devise appropriate data dissemination protocols and model links cosl.

* Understanding of the fundamental concepts of wireless sensor networks and has a basic knowledge

of the various protocols at various layers.
¢ Evaluate the performance of sensor networks and identify bottlenecks.

UNIT I:; Introduction to Ad Hoc Wircless Networks- Cellular and Ad Hoc Wireless Networks,
Characteristics of MANETs, Applications of MANETS, Issucs and Challenges of MANETs, Ad Hoc
Wireless Internet, MAC protocols for Ad hoc Wireless Networks-Issues, Design Goals and Classifications
of the MAC Protocols.

UNIT II: Routing Protocols for Ad Hoc Wireless Networks- Issues in Designing a Routing Protocol,
Classifications of Routing Protocols, Topology-based versus Position-based Approaches, Issues and
design goals of a Transport layer protocol, Classification of Transport layer solutions, TCP over Ad hoc
Wireless Networks, Solutions for TCP over Ad Hoc Wircless Networks, Other Transport layer protocels.

UNIT III: Security protocols for Ad hoc Wireless Networks- Security in Ad hoc Wireless Networks,
Network Security Requirements, Issues and Challenges in Security Provisioning, Network Security
Attacks, Key Management, Secure Routing in Ad hoc Wircless Networks.

UNIT IV: Basics of Wireless Sensors and Applications- The Mica Mote, Sensing and Communication
Range, Design Issues, Energy Consumption, Clustering ol Sensors, Applications, Data Retrieval in Sensor
Networks-Classification of WSNs, MAC layer, Routing layer, Transport layer.

UNIT V: Security in WSNs- Security in WSNs, Key Management in WSNs, Secure Data Aggregation in
WSNs, Sensor Network Hardware-Components of Sensor Mote.

Text Books: .. .
1.Ad Hoc Wireless Networks — Architectures and Protocols, I edition, C. Siva Ram Murthy, B. S.

Murthy, Pearson Education, 2004
2 Ad Hoc and Sensor Networks — Theory and Applications, 2% edition Carlos Corderio Dharma
P.Aggarwal, World Scientific Publications / Cambridge University Press, March 2006

Reference Books: _ ..
. Wircless Sensor Networks: An Information Processing Approach, 1* edition, Feng Zhao, Leonidas

Guibas, Elsevier Science imprint, Morgan Kauffman Publishers, 2005, 2009
Wircless Ad hoc Mobile Wireless Networks — Principles, Protocols and Applications, 1% edition,

2
Subir Kumar Sarkar, et al., Auerbach Publications, Taylor & Francis Group, 2008

3. Ad hoc Networking, | edition, Charles E.Perkins, Pearson Education, 2001

4. Wireless Ad hoc Networking, 1* edition, Shih-Lin Wu, Yu-Chee Tseng, Auerbach Publications,

Taylor & Francis Group, 2007
5. Wireless Sensor Networks — Principles and Practice, 1* edition, Fei Hu, Xiaojun Cao, An Auerbach

book, CRC Press, Tavlor & Francis Group, 2010
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BIG DATA ANALYTICS

(Professionnd Elective Conrse — 1)

Course Objectives: This course is aimed af enabling the students to
¢ Toprovide anoverview of an exciting growing field of big data analytics,

*  Tointoduce the wols required to manage and analyze big data like Hadoop, NoSQL, Map Reduce,
HIVE, Cassandr, Spack.

¢ Toteach the fundamental techniques and principles in achieving big data analytics with sealability and
streanming capability.

¢ Tooptimize business decisions and credte competitive advantage with Big Data analytics

UNIT 1: big data, com ergence of key trends, unstructured data, industry exomples of big data, web
amalytics, big data and marketing, fraud and big data, risk and big data, credit risk management, big data
and algorithmic trading, big data and healtheare, big data in medicine, advertising and big data, big data
technologies, ntroduction to Hadoop. open source technologies, cloud and big data, mobile business
mtelhigence, Crowd sour cing analytics, inter and trans firewall analytics.

UNIT 11: Introduction 1o NoSQL. aggregate data models, ageregates, key-value and document data
models, relationships, srph databases, sehema less databases, materialized views, distribution modcls,
sharding, master-slave replication, peer- peer replication, shardingand replication, consistency, relaxing
CONSISIENCY, version stamps, Working with Cassandra , Table creation, loading and reading data.

UNLT 1I: Daw formats, analyzing data with Hadoop, scaling out, Architecture of Hadoop distributed file
svstem (HDFS), fault wlerance .with data replication, High availability, Data locality , Map Reduce
Architecture, Process flow, Java interface. data flow, Hadoop 1/0, data integrity, compression,
senalization. Introduction o Hive, data types and file formats, HiveQL data definition, HiveQL data

mampulation, Logical joins, Window tunctions, Optimization, Table partitioning, Bucketing, Indexing,
Join strategies.

UNIT 1V: Apache spark- Advantages over Hadoop, lazy evaluation, In temory processing, DAG, Spark
context, Spark Session, RDD, Transformations- Narrow and Wide, Actions, Data frames ,RDD to Data
trames, Catalyst optimizer, Data Frame Transformations, Working with Dates and Timestamps, Working
with Nulls in Data, Working with Complex Types, Working with JSON, Grouping, Window Functions,
Joins, Data Sources, Broadcast Variables, Accumulators, Deploying Spark- On-Premises Cluster
Deployments, Cluster Managers- Standalone Mode, Spark on YARN , Spark Logs, The Spark UI- Spark
Ul History Server, Debugging and Spark First Aid

UNIT V: Spark-Performance Tuning, Stream Processing Fundamentals, Event-Time and State full
Processing - Event Time, State full Processing, Windows on Event Time- Tumbling Windows, Handling
Late Data with Watermarks, Dropping Duplicates in a Stream, Structured Streaming Basics - Core
Concepts, Structured Streaming in Action, Transformations on Streams, Input and Outpul,

Text Books:

1. Big Data, Big Analytics: Emerging, Michael Minnelli, Michelle Chambers, and AmbigaDhiraj, 1™
edition ,2013

2. SPARK: The Definitive Guide, Bil| Chambers &MateiZaharin, O'Reilley, 201 8-first Edition,
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3. Business Intelligence and Analyne Trends for Today's Businesses”, Wiley, Furst edition-2013.

4. P. ). Sadalage and M. Fowler, "NoSQL Disulled: A Briel Gande to the Emerging World Polyglot
Persistence”, Addison-Wesley Professional, 2012

5. Tom White, "Hadoop: The Defimtive Guide”, Third Edition, O'Reilley, 2012

Reference Books:

1. "Hadoop Operanons”, O'Reilley, Enc Sammer, First Edinon -2012.

2. "Programming Hive”, O'Reilley, E. Capriolo, D. Wampler, and J. Rutherglen, 201.2.

3. "HBase: The Defimtive Guide”, O'Reilley, Lars George, September 201 1: First Edition .
4. "Cassandra’ The Definiuve Guide”. O'Reilley, Eben Hewitt, 2010.

“Programming Pig". O'Reilley. Alan Gates, October 2011: First Edition
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DISTRIBUTED OPERATING SYSTEM

(Professional Elective Course — I1I)

Course Objectives:

The main objective of the course is 1o introduce design issucs and different message passing techniques in
DOS, distributed systems, RPC implementation and its performance in DOS, distributed shared memory
and resource management, distributed file systems and evaluate the performance in terms of fault tolerance,
file replication as major factors

Unit I:

Fundamentals:

What is Distributed Computing Systems? Evolution of Distributed Computing System; Distributed
Computing System Models; What is Distributed Operating System? Issues in Designing a Distributed
Operating System; Introduction to Distributed ComputingEnvironment{DCE).

Message Passing:

Introduction, Desirable features of a Good Message Passing System, Issues in PC by Message Passing,
Synchronization, Buffering, Multi-datagram Messages, Encoding and Decoding of Message Data, Process
Addressing, Failure Handling, Group Communication, Case Study: 4.3 BSD UNIX IPC Mechanism.

Unit II:Remote Procedure Calls:
Introduction, The RPC Model, Transparency of RPC, Implementing RPC Mechanism, Stub Generation,

RPC Messages, Marshaling Arguments and Results, Server Management, Parameter-Passing Semantics,
Call Semantics, Communication Protocols for RPCs, Complicated RPCs, Client-Server Binding,
Exception Handling, Security, Some Special Types of RPCs, RPC in Heterogeneous Environments,
Lightweight RPC, Optimization for Better Performance, Case Studies: Sun RPC

Unit III: Distributed Shared Memory:
Introduction, General Architecture of DSM systems, Design and Implementation Issues of DSM,

Granularity, Structure of Shared Memory Space, Consistency Models, Replacement Strategy, Thrashing,
Other approaches to DSM, Heterogeneous DSM, Advantages of DSM. Synchronization: Introduction,
Clock Synchronization, Event Ordering, Mutual Exclusion, Dead Lock, Election Algorithms

Unit IV:Resource Management:
Introduction, Desirable Features of a Good Global Scheduling Algorithm, Task Assignment Approach,

Load - Balancing Approach, Load — Sharing Approach Process Management: Introduction. Process
Migration, Threads.

Unit V: Distributed File Systems:
Introduction, Desirable Features of a Good Distributed File System, File models, File—Accessing Models,

File — Sharing Semantics, File — Caching Schemes, File Replication, Fault Tolerance, Atomic Transactions
and Design Principles.

gz (AN W

Text books
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I. Pradeep. K. Sinha: Distributed Operating Systems: Concepts and Design, PHI, 2007.

Reference Books:
| Andrew S. Tanenbaum: Distributed Operating Systems, Pearson Education, 2013.
2. Ajay D. Kshemkalyani and MukeshSinghal, Distributed Computing: Principles, Algorithms and

Systems, Cambridge University Press, 2008
3. SunitaMahajan, Seema Shan, ** Distributed Computing”, Oxford University Press,2015
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ARTIFICIAL INTELLIGENCE LARB

Course Objectives

To

* Toteach the methods of implementin,
* Toillustrate search algorithms
demonstrate the building of intelligent agents

g algorithms using artificial intelligence techniques

Course Outcomes:
After completion of the course, students will be able to

*  Implement search algorithms
* Solve Artificial intelligence problems
* Design chat bot and virtual assistant

List of Experiments:
|. Write a program to implement DFS and BFS

=l R e R Ry P S

- Write a Program to find the solution for
. Write a program to implement Simulated Anncaling Algorithm

- Write a program to find the solution for the wumpus world problem
- Write a program to implement & puzzle problem

- Write a program to im plement Towers of Hanoi problem

- Write a program to implement A* Algorithm

- Write a program to implement Hill Climbing Algorithm

- Build a Chatbot using AWS Lex, Pandora bots.
10.

11,
12.

traveling salesman Problem

Build a bot that provides all the information related to your college.
Build a virtual assistant for Wikipedia using Wolfram Alpha and Python
The following is a function that counts the number of times a string occurs in another string:
# Count the number of times string s is found in string s2
Def count substring(s1,s2):
count =0
foriin range(0,len(s2)-len(s1)+1):
if s1 = s2[i:i+len(s1)):
count += |
return count
For instance, countsubstring("ab’,"cabalaba’) returns 2.

Write a recursive version of the above function. To get the rest of a string (i.e. everything but the first
character).

13.

Higher order functions. Write a higher-order function count that counts the number of elements in
a list that satisfy a given test. For instance: count (lambda x: x>2,(1,2,3, 4, 5)) should return 3, as
there are three elements in the list larger than 2. Solve this task without using any existing higher-
order function.

. Brute force solution to the Knapsack problem. Write a function that allows ¥Ou to generate random

problem instances for the knapsack program. This function should generate a list of items containing
N items that cach have a unique name, a random size in the range | 5 and a random value in the
range 1,10,

Next, you should perform performance measurements to see how long the gi!.rcr_i knapsack solver
take to solve different prablem sizes. You should perform at least 10 runs with different randun:lly
generated problem instances for the problem sizes 10,12,14,16,18,20 and 22. Use a backpack size
of 2:5 x N for each value problem size N. Please note that the method used to generate ralnd_o-m
numbers can also affect performance, since different distributions of values can make the initial
conditions of the problem slightly more or less demanding.

1 4 : y H . 3 o)
How much longer time does it take to run this program when we increase the number of items?
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Does the backpack size affect the answer?
Try running the above tests again with a backpack size of 1 x N and with 4:0 x N,

15. Assume that you are organising a party for N people and have been given a list L of people who,
for social reasons, should not sit at the same table. Furthermore, assume that you have C tables (that

are infinitely large).

Write a function layout (N,C,L) that can give a table placement (i.e. a number from @ : : :C -1)
for each guest such that there will be no social mishaps.

For simplicity we assume that you have a unique number 0....... N-1 for each guest and that the list of
restrictions is of the form [(X, Y)....] denoting guests X, Y that are not allowed to sil together. Answer
with a dictionary mapping each guest into a table assignment, if there are no possible layouts of the

guests you should answer False.

References:
1. David Poole, Alan Mackworth, Randy Goebel "Computational Intelligence: a logical

approach”, Oxford University Press, 2004.
2. G. Luger, “Artificial Intelligence: Structures and Strategies for complex problem solving”,
Fourth Edition, Pearson Education, 2002,
3. J. Nilsson, “Artificial Intelligence: A new Synthesis"”, Elsevier Publishers, 1998,
4. Antificial Neural Networks, B. Yagna Narayana, PHI
5. Artificial Intelligence, 2nd Edition, E.Rich and K. Knight, TMH.
6. Anificial Intelligence and Expert Systems, Patterson, PHL

Online Learning Resources/Virtual Labs:
hitps://www.tensorflow.org/

htips://pytorch.org/

https:/github.com/pytorch

https://keras.io/

https://github.com/keras-team

hitp://decplearning net/software/theano/
https://github.com/Theano/Theano

https:/caffe2 al/

https://github.com/caffe2
httpsu’fdccpleanﬁngdj.org:’Scikjt-lcam:https:#scikit-lcam.urg.-"stahlcf
hitps://github.com/scikit-learn/scikit-leamn

https://www.deepleaming.ai/

https://opencv.org/

ht1ps:ﬁgithuh.cnnﬂqq\wcuc!keras—yoIo3
https://www.pyimagescarch.com/201 8/11/12/yolo-object-detection-with-opencv/
https://developer.nvidia.com/cuda-math-library
htlp:f.r’vlabs.iitb_ac.infvlabs-dcvflabsfmachinc_lcarningflabs!index.php P
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MACHINE LEARNING LAB

Course Objectives: _
e Make use of Data sets in implementing the machine learning algorithms

¢ Implement the machine learning concepts and algorithms in any suitable language of choice.

Course Outcomes (CO):
After completion of the course, students will be able to
e Understand the Mathematical and statistical prospectives of machine learning algorithms
through python programming
e  Appreciate the importance of visualization in the data analytics solution.
e Denve insights using Machine leaming algorithms
List of Experiments:
Note:
a. The programs can be implemented in either JAVA or Python.
b. For Problems 1 to 6 and 10, programs are to be developed without using the built-in classes
or APIs of Java/Python.
¢. Datasets can be taken from standard repositories
(https://archive ics.uci.edw/'ml/datasets.html) or constructed by the students.

I. Implement and demonstrate the FIND-S algorithm for finding the most specific hypothesis

based on a given set of training data samples. Read the training data from a .CSV file.

For a given set of training data examples stored in a .CSV file, implement and demonstrate

the Candidate-Elimination algorithm to output a description of the set of all hypotheses

consistent with the training examples.

3. Write a program to demonstrate the working of the decision tree based ID3 algorithm.

Use an appropriate data set for building the decision tree and apply this knowledge to classify
a new sample.

4. Build an Anrtificial Neural Network by implementing the Back-propagation algorithm and
test the same using appropriate data sets.

5. Write a program to implement the naive Bayesian classifier for a sample training data set
stored as a .CSV file. Compute the accuracy of the classifier, considering few test data sets.

6. Assuming a set of documents that need to be classified, use the naive Bayesian Classifier
model to perform this task. Built-in Java classes/API can be used to write the program.
Calculate the accuracy, precision, and recall for your data set.

7. Write a program to construct a Bayesian network considering medical data. Use this model
to demonstrate the diagnosis of heart patients using standard Heart Disease Data Set. You
can use Java/Python ML library classes/APL

8. Apply EM algorithm to cluster a set of data stored in a .CSV file. Use the same data set for
clustering using k-Means algorithm. Compare the results of these two algorithms and
comment on the quality of clustering. You can add Java/Python ML library classes/API in
the program.

8. Write a program to implement k-Nearest Neighbour algonthm to classify the iris data set.
Print both correct and wrong predictions. Java/Python ML library classes can be used for this
problem.

10. Implement the non-parametric Locally Weighted Regression algorithm in order to fit data
points. Select appropriate data set for your experiment and draw graphs.

\ Q. /
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Projects
I. Predicting the Sale price of a house using Linear regression
2. Spam classification using Naive Bayes algonthm
3. Predict car sale prices using Artificial Neural Networks
4. Predict Stock market trends using LSTM
5. Detecung faces from images

References: .
1. Python Machine Leaming Workbook for beginners, Al Publishing, 2020.

Online Learning Resources/Virtual Labs:
1) Machine Learning A-Z (Pvthon & R in Data Science Course) | Udemy
2} Machine Learning | Coursera
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SOFT SKILLS
(Skill Oriented Course-1V)

Course Objectives:
® Toencourage all round development of the students by focusing on soft skills
* Tomake the students aware of critical thinking and problem-solving skills
* Todevelop leadership skills and organizational skills through group activities
*  To function effectively with heterogeneous teams

Course Outcomes (CO):

By the end of the program students should be able to
* Memorize various clements of effective communicative skills

Interpret people at the emotional level through emotional intelligence

apply critical thinking skills in problem solving

analyse the needs of an organization for team building

Judge the situation and take necessary decisions as a leader

*  Develop social and work-life skills as well as personal and emotional well-being

UNIT -1 Soft Skills & Communication Skills

[ntroduction, meaning, significance of soft skills — definition, significance, types of communication skills -
Intrapersonal & Inter-personal skills - Verbal and Non-verbal Communication

Activities:

Intrapersonal Skills- Narration about self- strengths and weaknesses- clarity of thought — self- expression
— articulating with felicity

(The facilitator can guide the participants before the activity citing examples from the lives of the great,
anecdotes and literary sources)

Interpersonal Skills- Group Discussion — Debate — Tean Tasks - Book and film Reviews by groups -
Group leader presenting views (non- controversial and secular) on contemporary issues or on a given topic.
Verbal Communication- Oral Presentations- Extempore- brief addresses and speeches- convincing-
negotiating- agreeing and disagreeing with professional grace.

Non-verbal communication — Public speaking — Mock interviews — presentations with an cbjcetive to
identify non- verbal clues and remedy the lapses on observation

UNIT - 1I Critical Thinking

Active Listening — Observation — Curiosity — Introspection — Analytical Thinking — Open-mindedness —
Creative Thinking

Activities:

Gathering information and statistics on a topic - sequencing — assorting — reasoning — crtiquing issues —
placing the problem — finding the root cause - seeking viable solution — judging with rationale — evaluating
the views of others - Case Study, Story Analysis

UNIT - 111 Problem Solving & Decision Making

Meaning & features of Problem Solving — Managing Conflict — Conflict resolution — Methods of decision
making — Effective decision making in teams — Methods & Styles

Activities:

Placing a problem which involves conflict of interests, choice and views — formulating the problem —
exploring solutions by proper reasoning — Discussion on important professional, career and organizational
decisions and initiate debate on the appropriateness of the decision.

Case Study & Group Discussion . V4 a
o e’ \Wahy 8
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UNIT -1V Emotional Intelligence & Stress Management
Managing Emotions — Thinking before Reacling — Empathy for Others — Self-awareness — Self-Regulation
- Stress factors — Controlling Stress — Tips

Activities:

Providing situations for the participants to express emotions such as happiness, enthusiasm, gratitude,
sympathy, and confidence, compassion in the form of written or oral presentations. Providing opportunities
for the participants to narrate certain crisis and stress —ridden situations caused by failure, anger, jealousy,
resentment and frustration in the form of written and oral presentation, Organizing Debates

UNIT -V Leadership Skills
Team-Building — Decision-Making — Accountability — Planning — Public Speaking — Metivation — Risk-
Taking - Team Building - Time Management

Activities:

Forming group with a consensus among the participants- choosing a leader- encouraging the group members
to express views on leadership- democratic attitude- sense of sacrifice — sense of adjustment — vision —
accommodating nature- eliciting views on successes and failures of leadership using the past knowledge and
experience of the participants, Public Speaking, Activities on Time Management, Motivation, Decision
Making, Group discussion elc.

NOTE-:

I. The facilitator can guide the participants before the activity citing examples from the lives of the great,
anecdoles, epics, scriptures, autobiographies and literary sources which bear true relevance to the prescribed
skill.

2. Case studies may be given wherever feasible for example for Decision Making- The decision of King Lear

or for good Leadership — Mahendar Singh Dhoni ete.

Texthooks:
1. Personality Development and Soft Skills (English, Paperback, Mitra BarunK.)Publisher: Oxford

University Press; Pap/Cdr edition (July 22, 2012)
2. Personality Development and Soft Skills: Preparing for Tomorrow, Dr Shikha KapoorPublisher : |
K International Publishing House; 0 edition (February 28, 2018)

Reference Books:
1. Soft skills: personality development for life success by Prashant Sharma, BPB publications

2018.
2. Soft Skills By Alex K. Published by S.Chand
3. Soft Skills: An Integrated Approach to Maximise Personality Gajendra Singh Chauban,

Sangeetha Sharma Published by Wiley.
4. Communication Skills and Soft Skills (Hardcover, A. Sharma) Publisher: Yking books
5. SOFT SKILLS for a BIG IMPACT (English, Paperback, RenuShorey) Publisher: Notion Press
6. Life Skills Paperback English Dr. Rajiv Kumar Jain, Dr. Usha Jain Publisher: Vayu Education

of India

Online Learning Resources:
hitps://voutu,be/DUIsNJtg2L82list=PLLy 2iUCG87CQhELCytvXhOE_y-bOO1_q

https-//youtu.be/x BaLg)Z016Alist=PLzfHHIsQFwZel_j2PUy0pwjVUgi7K1J
https://voutu.be/-Y-R9hDI71U

hitps://youtu.be/gkLsndddmTs
hiips://youtu.be/2bOK2rRWwo

. https://voutuw.be/FchfE3c2jzc
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech (CSE)- III-VI Sem L TPC
2 00 0
INTELLECTUAL PROPERTY RIGHTS AND PATENTS
{Mandatory Non-Credit Course)
Course Objectives:

«  This course introduces the student to the basics of Intellectual Property Rights, Copy Right Laws, Cyber
Laws, Trade Marks and Issues related to Patents. The overall idea of the course is to help and encourage
the student for startups and innovations

Course Outcomes:
= LUnderstand IPR law & Cyber law
*  Discuss registration process, maintenance and litigations associated with trademarks

Ilustrate the copy nght law
¢ [Enumerate the trade secret law,

UNIT 1

Introduction to Intellectual Property Law — Evolutionary past — Intellectual Property Law Basics — Types of
Intellectual Property — Innovations and Inventions of Trade related Intellectual Property Rights — Agencies
Responsible for Intcllectual Property Registration — Infringement — Regulatory — Overuse or Misuse of
[ntellectual Propernty Rights — Compliance and Liability Issues.

UNIT I

Introduction te Copyrights — Principles of Copyright — Subject Matters of Copyright — Rights Afforded by
Copyright Law ~Copyright Ownership — Transfer and Duration — Right to Prepare Derivative Works —Rights of
Distribution — Rights of performers — Copyright Formalities and Registration — Limitations — Infringement of
Copyright - International Copyright Law-Semiconductor Chip Protection Act.

UNIT I

Introduction to Patent Law — Rights and Limitations — Rights under Patent Law — Patent Requirements —
Ownership and Transfer — Patent Application Process and Granting of Patent — Patent Infringement and
Litigation — International Patent Law — Double Patenting — Patent Searching — Patent Cooperation Treaty — New
developments in Patent Law- Invention Developers and Promoters.

UNIT IV
Introduction to Trade Mark — Trade Mark Registration Process — Post registration procedures — Trade Mark

maintenance — Transfer of rights — Inter parties Proceedings — Infringement — Dilution of Ownership of Trade
Mark — Likelihood of confusion — Trade Mark claims — Trade Marks Litigation — International Trade Mark Law.
UNITV

Introduction to Trade Secrets — Maintaining Trade Secret — Physical Security - Employee Access Limitation
— Employee Confidentiality Agreement — Trade Secret Law — Unfair Competition — Trade Secrel Litigation —
Breach of Contract — Applying State Law. Introduction to Cyber Law — Information Technology Act — Cyber
Crime and E-commerce — Data Security — Confidentiality — Privacy - International aspects of Computer and

Online Crime.

Textbooks:
1. Deborah E.Bouchoux: “Intellectual Property™. Cengage learning, New Delhi

2. Kompal Bansal &Parishit Bansal “Fundamentals of [PR for Engineers”, BS Publications (Press)
3. Cyber Law. Texts & Cases, South-Western's Special Topics Collections

References:
1. Prabhuddha Ganguli: * Intellectual Property Rights” Tata Me-Graw — Hill, New Delhi
2. Richard Stim: “Intellectual Property”, Cengage Learning, New Delhi.
3. R.Radha Krishnan, S. Balasubramanian: “Intellectual Property Rights™, Excel Books. New Delhi,
4. M. Ashok Kumar and Mohd. Igbal Ali: “Intellectual Property Right”” Scrials Pub.
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech 111-V Sem L TPC
I 00 3
ELECTRIC VEHICLES

(Open Elective-l
Course Objectives: P )

To get exposed to new technologies of battery electric vehicles, fuel cell electric vehicles
To get exposed to BV system configuration and parameters

To know about electro mobility and environmental issues of EVs

To understand about basic EV propulsion and dynamics

¢ Tounderstand about fuel cell technologies for EV and 1TVEs

* _ Toknow about basic battery charging and control strategies used in electric vehicles
Course Outcomes:

*  Understand and differentiate between conventional and latest trends in Electric Vehicles
*  Analyze various EV resources, BV dynamics and Battery charging

¢ Apply basic concepts of EV 10 design complete EV system

*  Design EV system with various fundamental concepts

UNITI INTRODUCTION TO EV SYSTEMS AND PARAMETERS

Past, Present and Future EV, EV Concept, EV Technology, State-of-the Art EVs, EV configuration, EV
system, Fixed and Variable gearing, single and multiple motor drive, in-wheel drives, EV parameters:
Weight, size, force and energy, performance parameters.

UNITIT EV AND ENERGY SOURCES

Electro mobility and the environment, history of Electric power trains, carbon emissions from fuels, green
houses and pollutants, comparison of conventional, battery, hybrid and fuel cell electric systems

UNIT HI  EV PROPULSION AND DYNAMICS

Choice of electric propulsion system, block diagram, concept of EV Motors, single and multi motor
configurations, fixed and vanable geared transmission, In-wheel motor configuration, classification,
Electric motors used in current vehicle applications, Recent EV Motors, Vehicle load factors, vehicle
acceleration.

UNIT IV FUEL CELLS

Introduction of fuel cells, basic operation, model, voliage, power and efficiency, power plant system -
charactenstics, sizing, Example of fuel cell electrie vehicle,

Introduction to HEV, brake specific fuel consumplion, comparison of serics, series-parallel hybrid
systems, examples

UNITY BATTERY CHARGING AND CONTROL

Battery charging: Basic requirements, charger architecture, charger functions, wireless charging, power
factor correction, . _
Control: Introduction, modelling of electromechanical system, feedback controller design approach, PI
controllers designing, torque-loop, speed control loop compensation, acceleration of battery electric
vehicle
Texthooks: . N .

1. C.C Chan, E.T Chaw: Modern Electric Vehicle Technology, Oxford University Press Inc., New

York 2001, : ;
2. James Larminie, John Lowry, Electric Vehicle Technology Explained, Wiley, 2003,

Reference Books: . i
1. Electric and Hybrid Vehicles Design Fundamentals, Iqbal Husain, CRC Press 2005.

2. Ali Emadi, Advanced Electric Drive Vehicles, CRC Press, 2015.

Online Learning Resources: ,
1. https:/fonlinecourses nptel.ac.an/noc2] _ces3/preview 'l . \Q%:\
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech — III-V Sem LTPC

3 00 3
OPTICAL COMMUNICATIONS
(Open Elective Course -I)

Course Objectives:
* To understand the construction and characteristics of optical fibre cable.
* To develop the knowledge of optical signal sources and power launching.
* To identify and understand the operation of various optical detectors.
* To understand the design of optical systems and WDM.

Course Outcomes:
At the end of the course, the student will be able to:

* Understand and analyze the constructional parameters of optical fibres.
* Estimate the losses due to attenuation, absorption, scattering and bending.
*  Compare various optical detectors and choose suitable one for different applications

UNIT I

Overview of Optical Fiber Communication:

- Historical development, The general system, Advantages of Optical Fiber Communications,
Optical Fiber Wave Guides- Introduction, Ray Theory Transmission, Total Internal Reflection,
Acceptance Angle, Numerical Aperture, Skew Rays, Cylindrical Fibers- Modes, V number,
Mode Coupling, Step Index Fibers, Graded Index Fibers. Single Mode Fibers- Cut Off

Wavelength, Mode Field Diameter, Effective Refractive Index, Fiber Materials Glass, Halide,
Active Glass, Chalgenide Glass, Plastic Optical Fibers.

UNIT 11

Signal Distortion in Optical Fibers:

Aftenuation, Absorption, Scattering and Bending Losses, Core and Cladding Losses,
Information Capacity Determination, Group Delay, Types of Dispersion - Material Dispersion,
Wave-Guide Dispersion, Polarization Mode Dispersion, Intermodal Dispersion, Pulse

Broadening, Optical Fiber Connectors- Connector Types, Single Mode Fiber Connectors,
Connector Return Loss.

UNIT I

Fiber Splicing:

Splicing Techniques, Splicing Single Mode Fibers, Fiber Alignment and Joint Loss- Multimode
Fiber Joints, Single Mode Fiber Joints. Optical Sources- LEDs, Structures, Materials, Quantum
Efficiency, Power, Modulation, Power Bandwidth Product, Injection Laser Diodes- Modes,
Threshold Conditions, External Quantum Efficiency, Laser Diode Rate Equations, Resonant
Frequencies, Reliability of LED & ILD.

UNIT IV

Optical Detectors:

Physical Principles of PIN and APD, Dectector Response Time, Temperature Effect on
Avalanche Gain, Comparison of Photo Detectors, Optical Receiver Operation- Fundamental
Receiver Operation, Digital Signal Transmission, Error Sources, Receiver Configuration,
Digital Receiver Performance, Probability of Error, Quantum Limit, Analog Receivers.
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UNIT V

Opticnl System Design:

Considerations,  Component  Choice,  Multiplexing,  Point-to-  Point Links, Sysiem
Considerations, Link Power Budget with Examples, Overall Fiber Dispersion in Mulii-Mode
and Single Mode Fibers, Rise Time Budget with Examples. Transmission Distance, Line
Coding in Optical Links, WDM, Necessity, Principles, Types of WDM, Measuremenl of
Attenuation and Dispersion, Eye Pattern.

Textbooks:

L. Optical Fiber Communications — Gerd Keiser, MC GRAW HILL EDUCATION, 4th Edition, 2008.
2. Optical Fiber Communications — John M. Senior, Pearson Education, 3rd Edition, 2009.

References:
. Fiber Optic Communications — .K. Mynbaev , 8.C. Gupta and Lowell L. Scheiner,

Pearson Education, 2005,
2. Text Book on Optical Fibre Communication and its Applications — 5.C.Gupla, P11, 2005.

3. Fiber Optic Communication Systems — Govind P Agarwal , John Wiley, 3rd Ediition, 2004.
4. Introduction to Fiber Optics by Donald J Sterling Jr. - Cengage learning, 2004,
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WIRELESSCOMMUNICATIONSYSTEM
(Open Elective-1)

UNITI o ) e Nexd
Introduction: Wireless Networks, Structured and Unstruetured Networks,Mobile Systems, 3G Networks, INex
Generation Networks (NGN), Mobile Computing in Next Generation Networks (NGN)

Unit 2

Mobile  Computing  Architectures:  Global  Systems for  Mobile Communications F(th)-
GeneralPacketRadioService(GPRS), International TelecommunicationsUnion{(ITU)-T standards, NGN Architecture,
Core Network, Access Network, Wi-Fi, Cellular Networks, Bluctooth.

Unit 3
Mobility Management: Entiticsand Terminology, Mobility Management, GSM and GPRS, 1Iun:u: Location
Register (HLR), Visitor Location Register (VLR), Features of 1Pv4 and 1Pv6, Mobile IP, 1P Packet Delivery.

Unit 4

Mobile Transport Layer: Traditional TCP, Implications of Traditional TCP for Mobility Management

Handover Management: Entitics and Terminology, Types of Hand overs ,Hand over Detection ,Strategies for
Handover Detection- Mobile Controlled Handover, Network Controlled Handover.

Unit §
Operating Systems for Mobile: Distributed Operating Systems, Issues related to Mobile Compuling Systems,
Features of Mobile Operating Systems- Apple i0S , Android, Windows Phone, Symbian OS.

Text book:
I. AdityaK.Jagannatham"PrinciplesofModernWirclessCommunicationsSystems—-Theoryand Practice™,
McGraw-Hill International,2015.
2. TheodurcS‘Rappnporl,“wirelessCommunicnlinns—l”rinciplcsnndPtuctice“.Z““Edilion, PHI1,2004,
3. AsokeKTalukder andRoopaR YavagaMobileComputingTMH(2008)
4. JochenSchiller,MobileCommunications 2ndEditionPearsonEducation

Referencebooks:
1. WilliamC.Y.Lee, *MobileCellularTelecommunications™, 2" Edition,McGraw-Hill International, 1995,
2. MukeshSinghalandNiranjanGShivaratri,AdvancedConceptsinOperatingSystems, TMH
\
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech ITII-VI Sem L TPC
3 00 3
SMART ELECTRIC GRID
(Open Elective Course-II)
Course Objectives:

*  Understand recent trends in grids, smart grid architecture and technologies
e Analyze smart substations
¢ Apply the concepts to design smart transmission systems
e Apply the concepts to design smart distribution systems
Course Outcomes:
¢ Understand trends in Smart grids, needs and roles of Smart substations
¢ Designand Analyze Smart Transmission systems
* Designand Analyze Smart Distribution systems
¢ Analyze SCADA and DSCADA systems in practical working environment

UNIT I INTRODUCTION TO SMART GRID

Working definitions of Smart Grid and Associated Concepts — Smart Grid Functions — Traditional
Power Grid and Smart Grid — New Technologies for Smart Grid — Advantages — Indian Smart Grid —
Key Challenges for Smart Grid

UNIT 11 SMART GRID TECHNOLOGIES

Characteristics of Smart grid, Micro grids, Definitions, Drives, benefits, types of Micro grid, building
blocks, Renewable energy resources, needs in smart grid, integration impact, integration standards,
Load frequency control, reactive power control, case studies and test beds

UNIT I SMART SUBSTATIONS

Protection, Monitoring and control devices, sensors, SCADA, Master stations, Remote terminal unit,
interoperability and IEC 61850, Process level, Bay level, Station level, Benefits, role of substations in
smart grid, Volt/VAR control equipment inside substation

UNIT IV SMART TRANSMISSION SYSTEMS

Energy Management systems, History, current technology, EMS for the smart grid, Synchro Phasor
Measurement Units (PMUs), Wide Area Monitoring Systems (WAMS), protection & Control
(WAMPC), needs in smart grid, Role of WAMPC smart grid, Drivers and benefits, Role of

transmission systems in srnart grid

UNITV SMART DISTRIBUTION SYSTEMS

DMS, DSCADA, trends in DSCADA and control, current and advanced DMSs, Voltage fluctiations,
effect of voltage on customer load, Drivers, objectives and benefits, voltage-VAR control, VAR
control equipment on distribution feeders, implementation and optimization, FDIR - Fault Detection
Isolation and Service restoration (FDIR),faults, objectives and benefits, equipment, implementation

Textbooks:
1. Stuart Borlase, Smart Grids - Infrastructure, Technology and Solutions, CRC Press, le, 2013

2. Gil Masters, Renewable and Efficient Electric Power System, Wiley-IEEE Press, 2¢e, 2013,
Reference Books:
1. A.G. Phadke and J.S. Thorp, Synchronized Phasor Measurements and their Applications,
Springer Edition, 2e, 2017.
2. T. Ackermann, Wind Power in Power Systems, Hoboken, NJ, USA, John Wiley, 2e, 2012.

Online Learning Resources:
1. https://onlinccourses.nptel.ac.in/noc22 ce82/preview
S
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech ITI-VI Sem L TP C
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SATELLITE COMMUNICATIONS
(Open Elective-11)

UNITI

origin of Satellite Communications, Historical Back-ground, Basic Concepts of Satellite
Communications, Frequency allocations for Satellite Services, Applications, Future Trends
of Satellite Communications.

UNIT II
ORBITAL MECHANICS AND LAUNCHERS : Orbital Mechanics, Orbital perturbations, Orbit

determination, launches and launch vehicles, Orbital effects in communication systems
performance.

UNIT Il

SATELLITE SUBSYSTEMS : Attitude and orbit control system, telemetry, tracking,
Command and monitoring, power systems, communication subsystems, Satellite antenna
Equipment reliability and Space qualification.

UNIT IV

MULTIPLE ACCESS: Frequency division multiple access (FDMA) Intermodulation. Time
division Multiple Access (TDMA) Frame structure, Examples. Satellite Switched TDMA
Onboard processing, DAMA, Code Division Multiple access (CDMA),Spread spectrum
transmission and reception.

UNITV
SATELLITE NAVIGATION & THE GLOBAL POSITIONING SYSTEM: Radio and Satellite
Navigation, GPS Position Location principles, GPS Receivers and codes, Satellite signal
acquisition, GP5 Navigation Message, GPS signal levels, GPS receiver operation, GPS C/A
code accuracy, Differential GPS.

TEXT BOOKS:

1. Satellite Communications — Timothy Pratt, Charles Bostian and Jeremy Allnutt, WSE, Wiley
Publications, 2nd Edition, 2003,

2. Satellite Communications Engineering — Wilbur L. Pritchard, Robert A Nelson and Henri
G.Suyderhoud, 2nd Edition, Pearson Publications, 2003,

REFERENCE BOOKS:

1. Satellite Communications : Design Principles - M. Richharia, BS Publications, 2nd Edition, 2003,
2. Satellite Communication — D.C Agarwal, Khanna Publications, 5th Ed.

3. Fundamenials of Satellite Communications — K.N. Raja Rao, PHI, 2004

4, Satellite Communications — Dennis Roddy, McGraw Hill, 2nd Edition, 1996,
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech ITI-VI Sem L TPC
3 00 3
EMBEDDED SYTEMS
(Open Elective Course -1I)

Course Objectives

The main objectives of this course are given below:

The basic concepts of an embedded system are introduced.

« The various elements of embedded hardware and their design principles are explained.

e Different steps involved in the design and development of firmware for embedded systems is elaborated.

« Internals of Real-Time operating system and the fundamentals of RTOS based embedded firmware design is
discussed.

Fundamental issues in hardware software co-design were presented and explained.

« Familiarize with the different IDEs for firmware development for different family of processors/controllers and

embedded operating systems.
Embedded system implementation and testing tools are introduced and discussed.

Qutcomes:
At the end of this course the student can able to: Understand the basic concepts of an embedded system and able

to know an embedded system design approach to perform a specific function.
The hardware components required for an embedded system and the design approach of an embedded hardware.

The various embedded firmware design approaches on embedded environment.
Understand how to integrate hardware and firmware of an embedded system using real time operating system.

Syllabus

UNIT I: Introduction
Embedded system — Definition, history of embedded systems, classification of embedded systems, major

application arcas of embedded systems, purpose of embedded systems, the typical embedded system — core of the
embedded system, memory, sensors and actuators, communication interface, cmbedded firmware.

UNIT I1: Embedded Hardware Design

Analog and digital electromc components,
ports, wireless devices, timer and counting devices, watchdog timer

I/O types and examples, serial communication devices, parallel device

UNIT I11: Embedded Firmware Design
Embedded firmware design approaches, em
sources, DMA, device driver programming.

bedded firmware development languages, ISR concept, interrupt

UNIT IV: Real-Time Operating System
Operating system basics, types of operating systems, tasks, process and threads, multiprocessing and multitasking,

task scheduling, threads, processes and scheduling, task communication, task synchronization, device drivers.

UNIT V: Embedded System Development
The integrated development environment, types of files generated on cross-compilation, deassembler /decompiler,

simulators, emulators and debugging, target hardware debugging, boundary scan, embedded software development

process and tools.

Texthooks
1. Tammy Noergaard, Embedded Systems Architecture, Elsevier Publications, 2013.

2. Shibu K. V., £mbedded Systems, Tala MecGraw-Hill Education Private Limited, 2013.

References
1. Frank Vahid, Tony Givargis, Embedded System Design, John Wiley Publications, 2013.

2. Lyla B. Das, Embedded Systems, Pearson Publications, 2013.
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech l1I-V Sem LTPC
3 o003
ARTIFICIAL INTELLIGENCE
(Open Elective Course — 1)

Course Objectives:
This course 1s designed to:
e Introduce Artificial Intelligence
e Teach about the machinc learning environment
e Present the searching Technique for Problem Solving
« Introduce Natural Language Processing and Robotics
Course Outcomes:
After completion of the course, students will be able to
«  Apply scarching techniques for solving a problem
e Design Intelligent Agents
e Develop Natural Language Interface for Machines
e Design mini robots
« Summarize past, present and future of Artificial Intelligence

UNIT -1 Introduction
Introduction: What is Al, Foundations of Al, History of Al The State of Art.

Intelligent Agents: Agents and Environments, Good Behaviour: The Concept of Rationality, The
Environments, The Structure of Agents.

Nature of

UNIT - II Solving Problems by searching

Problem Solving Agents, Example problems, Searching
search strategies, Heuristic Functions, Beyond Classica
Problems, Local Search in Continues Spaces, Searching with Nondeterministic Actions, Searchin

observations, online search agents and unknown environments.

for Solutions, Uninformed Search Strategies, Informed

| Search: Local Search Algorithms and Optimization
g with partial

UNIT - ITI Reinforcement Learning & Natural Language Processing
Reinforcement Learning: Introduction, Passive Reinforcement Leamning, Active Reinforcement Learning,

Generalization in Reinforcement Learning, Policy Search, applications of RL
Natural Language Processing: Language Models, Text Classification, Information Retrieval, Information

Extraction.

UNIT - IV Natural Language for Communication
Natural Language for Communication: Phrase structure grammars, Syntactic Analysis, Augmented Grammars

and semantic Interpretation, Machine Translation, Speech Recognition
Image Formation, Early Image Processing Operations, Object Recognition by appearance,

Perception:
3D World, Object Recognition from Structural information, Using Vision.

Reconstructing the

UNIT - V Robotics
Robotics: Introduction, Robot Hardware, Ro

Moving, Robotic software architectures, application domains
Philosophical foundations: Weak Al Strong Al Ethics and Risks of Al, Agent Components, Agent Architectures,

Are we going in the right direction, What if Al does succeed.

o ) &
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Textbooks: -
1. Stuart J.Russell, Peter Norvig, “Artificial Intelligence A Modem Approach”, 3rd Edition, Fe

2019.

Reference Books: Kaufmann, 1998.

1. Nilsson, Nils J., and Nils Johan Nilsson. Artificial intelligence: a new synthesis. Morgan
2. Johnson, Benny G., Fred Phillips, and Linda G. Chase. "An intelligent tutoring system fc?r t
Enhancing textbook homework with artificial intelligence." Journal of Accounting Education 27.1(2

he accounting cycle:
009): 30-39.

Online Learning Resources:
http://peterindia.net/AlLinks.html
http://nptel.ac.in/courses/ 106106139/

https://nptel.ac.in/courses/106/105/106105152 W

g oG LA




KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech IlI-V Sem L TPC

3 003
OPERATING SYSTEMS
(Open Elective Course —I)

Course Objectives:
e Understand basic concepts and functions of operating systems
e Understand the processes, threads and scheduling algorithms.
e Expose the students with different techniques of handling deadlocks
e Provide good insight on various memory management techniques
e Explore the concept of file-system and its implementation issues
Course Outcomes:
«  Demonstrate and understand of computer systems and operating systems functions
«  Distinguish between process and thread and classify scheduling algorithms
«  Solve synchronization and deadlock problems
«  Compare various memory management schemes
«  Explain file systems concepls and 1’0o management

UNITI Introduction to Computer and Operating system

Computer Types. Functional Units, Basic Operational Concepts, Number Representation and Arithmetic
Operations, Character Representation, Performance, Historical Perspective, Memory Locations and Addresses,
Memory operations, Instructions and [nstruction Sequencing, Addressing modes

Architecture Operating System Structure, Operations Process, Memory, Storage Management, Protection and
. Environments Operating System Services User Operating System Interface

Security Computing
System Calls Types System Programs OS Structure OS Generation System Boot.

UNIT I Process, Threads and Scheduling
Process Concept Scheduling Operations on Processes Cooperating Processes Inter-Process Communication
Threads - Multithreading Models -Thread Libraries- Threading Issues — Scheduling Criteria Scheduling

Algorithms Algorithm Evaluation.

UNIT LI Process Synchronization and Deadlocks
The Critical-Section Problem Synchronization Hardware Mutex Locks -Semaphores Classic Problems of
Synchronization Critical Regions Monitors Deadlocks System Model Deadlock Characterization Methods for

Handling Deadlocks Deadlock Prevention Deadlock Avoidance Deadlock Detection Recovery from
Deadlock.

UNITIV Memory Management
[nrroduction - Swapping Contiguous Memory Allocatio
- Virtual Memory- Background Demand Paging Copy o

Thrashing.

n Paging Segmentation- Structure of the Page Table
n Write Page Replacement Allocation of Frames

UNITV Input/ Output and Files
Overview of Mass Storage Structure - Disk Structure - Disk Scheduling and Management-File System
Interface File Concept - Access Methods -Directory and Disk Structure- Directory Implementation - Allocation
Methods- O Systems /O Hardware- Application LO Interface - Kernel IO Subsystem.
Texthooks:
| Carl Hamacher, ZvonkoVranesic, SafwatZaky and NaraigManjikian, Computer Organization and Embedded
Systems, Sixth Edition, Tata McGraw Hill, 2012.
2 Abraham Silberschatz, Peter B. Galvin and Greg Gagne, Operating Systems Concepts, Ninth Edition.
Wiley,2012

Reference Books:
I.  William Stallings, Operating Systems: Internals and Design Principles, Ninth Edition, Prentice-Hall, 2018
2. Andrew Tanenbaum, Modem Operating Systems, Third Edition, Prentice Hall, 2009,

Online Learning Resources:

hitps 'nptel ac.in/courses/] 06/ 1 06/1 (6| 061 44/

hrtp /'peterindia pet OperatingSvstems htm! \ r

IV A 1 homoow '\," -
@__J'_ f}PM}’rﬁ" '__,/ g% \\al) B




RRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech HI-V Sem L Trc
L I I |
OBJIECT ORIENTED PROGRAMMING THROUGH JAVA
(Open Eleetlve Course 1)

Course Objectives:

*  Tounderstand object-oriented concepts nnd problem-solving techniques

*  Toobtun knowledge about the principles of inheritance and polymorplism

*  Toimplement the concept of packages, interfuces, exception handling and concurrency

mechanism,

*  Todesign the GUIs using applets and swing controls,

*  To understand the Java Database Connectivity Architecture
Course Outcomes:

*  Solve real-world problems using OOP techniques

*  Apply code reusability through inheritanee, poackapes and interfaces

= Solve problems using java collection framework and /0 classes.
*  Develop applications by using parallel streams for better perlormance and develop applets Tor web
applications,
*  Build GUIs and handle events generated by user interactions and Use the IDBC API o access the
database,
Course Objectives:
* To understand object oriented concepts and problem solving techniques
* To obtain knowledge about the principles of inheritance and polymorphism
¢ To implement the concept of packages, interfaces, exception handling and concurrency
mechanism.
* To design the GUIs using applets and swing controls.
L]

To understand the Java Database Connectivity Architecture

Course Outcomes (CO):
* After completion of the course, students will be able to
* Solve real-world problems using OOP techniques.
* Apply code reusability through inheritance, packages and interfaces
* Solve problems using java collection framework and /O classcs.
¢ Develop applications by using parallel streams for better performance.
* Develop applets for web applications.
¢ Build GUIs and handle events generated by user interactions.
¢ Use the JIDBC API to access the database

UNIT - I Introduction

Introduction: Introduction to Object Oriented Programming, The History and Evolution of Java,
Introduction to Classes, Objects, Methods, Constructors, this keyword, Garbage Collection, Data
Types, Variables, Type Conversion and Casting, Arrays, Operators, Control Statements, Mecthod
Overloading, Constructor Overloading, Parameter Passing, Recursion, String Class and String
handling methods

UNIT - II Inheritance, Packages, Interfaces

Inheritance: Basics, Using Super, Creating Multilevel hierarchy, Method overriding, Dynamic
Method Dispatch, Using Abstract classes, Using final with inheritance, Object class,

Packages: Basics, Finding packages and CLASSPATII, Access Protection, Importing packages
Interfaces: Definition, Implementing Interfaces, Extending Interfaces, Nested Interfaces,
Applying Interfaces, Variables in Interfaces.
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UNIT - 11 .
Bteot hEx:gptmn handling, Stream based /0 (java.io)

Plion handling - Fundamentals, Exception ty aueh ~ : 4 cate
multiple cateh , Exception types, Uncaught exceptions, using try and catch,
" ch clauses, nested try statements, throw, throws and finally, built-in exceptions,
Srﬂﬂlmg own exception subclasses.

EEEaT based /O Ua‘_*'*'_’-i':']' — The Stream classes-Byte streams and Character streams, Reading
nnsu ¢ 1n!:ut and Writing Console Output, File class, Reading and Writing Files, Random access
1i¢ operations, The Console class, Serialization, Enumerations, Autoboxing, Generics.

UNIT - IV Multithreading, The Collections Framework (java.util)

Multithreading: The Java thread model, Creating threads, Thread prionitics, Synchronizing
threads, Interthread communication.

The Collections Framework (java.util): Collections overview, Collection Interfaces, The
Collection classes - Array List, Linked List, Hash Set, Tree Set, Prionty Queue, Array Deque.
Hashtable, Properties, Stack, Vector, String Tokenizer, Bit Set, Date, Calendar, Random,
Formatter, Scanner.

UNIT - V Applet, GUI Programming with Swings, Accessing Databases with JDBC
Applet: Basics, Architecture, Applet Skeleton, requesting repainting, using the status window,
passing parameters to applets

GUIT Programming with Swings — The origin and design philosophy of swing, components and
containers, layout managers, event handling, using a push button, j text field, j label and image
icon, the swing buttons, j text field, j scroll pane, j list, j combo box, trees, j table, An overview
of j menu bar, j menu and ) menu item, creating a main menu, show message dialog, show confirm
dialog, show input dialog, show option dialog, ) dialog, create a modeless dialog.

Accessing Dalabases with JDBC:

Types of Drivers, JDBC Architecture, JDBC classes and Interfaces, Basic steps in developing
JDBC applications, Creating a new database and table with JDBC.

Texthooks:
I.Java The complete reference, 9th edition, Herbent Schildt, McGraw Hill Education (India) Pvt.

Lid.
2 Java How to Program, 10th Edition, Paul Dietel, Harvey Dietel, Pearson Education.

Reference Books:

| .Understanding Object-Oriented Programming with Java, updated edition, T. Budd, Pearson
Education.

2 Core Java Volume - | Fundamentals, Cay S. Horstmann, Pearson Education.

3.Java Programming for core and advanced leamers, Sagayara), Dennis, Karthik andGajalakshmi,
University Press

4. Introduction to Java programming, Y. Daniel Liang, Pearson Education.

Online Learning Resources:

https://www.w3schools.com/java/java_oo
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech 111-VI Sem L TPC
3 00 3

COMPUTER ORGANIZATION & ARCHITECTURE
{Open Elective-II)

Course Objectives:
The purpose of the course is to introduce principles of computer organization and the basic
architectural concepls.
Course Outcomes:
* Understand the basics of instructions sets and their impact on processor design,
* Demonstrate an understanding of the design of the functional units of a digital
computer syslem.
* Evaluate cost performance and design trade-offs in designing and constructing a
computer processor including memory.
* Design a pipeline for consistent execution of instructions with minimum hazards.

*  Recognize and manipulate representations of numbers stored in digital computers.
UNIT I

Digital Computers: Introduction, Block diagram of Digital Computer, Definition of Computer
Organization, Computer Design and Computer Architecture.

Data Representation: Data types, Complements, Fixed Point Representation, Floating Point
Representation.

UNIT Il

Unit 2 Register Transfer and Micro operations: Register transfer language, Register transfer,
Bus & memory Transfers, Anthmetic micro operations, logic micro operations, Shift micro
operations, Arithmetic Logic Shift Unit.

Basic Computer Organization and Design: Instruction Codes, Computer registers, Computer
[nstructions, Timing and Control, Instruction Cycle, Memory-Reference Instructions, Input-output
Interrupt

UNIT 111

Unit 3 Micro programmed Control: Control memory, Address Sequencing, Micro program Example,
Design of control Unit.

Central Processing Unit: General Register Organization, Stack Organization, Instruction Formats,
Addressing Modes, Data Transfer and Manipulation, Program Control.

UNIT IV

Unit 4 Computer Arithmetic: Introduction, Addition and subtraction, Multiplication algorithm, Floating
point arithmetic operations, Decimal Arithmetic unit, Decimal Arithmetic operations.

UNITV

Unit 5 Input-Output Organization: Input-Output Interface , Asynchronous Data Transfer, Modes of
Transfer, Priority Interrupt

Memory Organization: Memory Hierarchy, Main Memory, Auxiliary Memory, Associative Memory,
Cache Memory.

o o e




Textbooks:

1. Computer System Architecture - M. Moris Mano, Third Edition, Pearson/PHI

References:

I. Computer Organization — Car Hamacher, ZvonksVranesic, SafcaZaky, V th Edition,
McGraw Hill.

2. Computer Organization and Architecture — William Stallings Sixth Edition, Pearson/P111.

3. Structured Computer Organization — Andrew 8. Tanenbaum, 4th Edition, PHI/Pearson.
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech lII-VI Sem L TPC
3 00 3
DATABASE MANAGEMENT SYSTEMS
{(Open Elective-IT)

Course Objectives:
The main objectives of the course is to

* Introduce database management systems and to give a good formal foundation on the

relational model of data and usage of Relational Algebra

* Introduce the concepts of basic SQL as a universal Database language
Demonstrate the principles behind systematic database design approaches by covering
conceptual design, logical design through normalization
Provide an overview of physical design of a database system, by discussing Database
indexing techniques and storage techniques
UNIT I:
Introduction: Database system, Characteristics (Database Vs File System), Database Users,
Advantages of Database systems, Database applications. Concepts of Schema, Three tier schema
architecture for data independence; Database system structure.
Entity Relationship Model: Introduction, Representation of entities, attributes, entity set,
relationship, sub classes, super class, inheritance, specialization, generalization using ER Diagrams.
UNIT I1:
Relational Model: Introduction to relational model, concepts of domain, attribute, tuple, relation,
importance of null values, constraints (Domain, Key constraints, integrity constraints) and their
importance. BASIC SQL:Simple Database schema, data types, table definitions (create, alter),
different DML operations (insert, delete, update).
UNIT III:
SQL:Basic SQL querying (select and project) using where clause, arithmetic & logical operations,
SQL functions(Date and Time, Numeric, String conversion).Creating tables with relationship,
implementation of key and integrity constraints, nested queries, sub queries, grouping, aggregation,

ordering, implementation of different types of joins, view(updatable and non-updatable), relational
scl operations.

UNIT IV:
Schema Refinement (Normalization):Purpose of Normalization or schema refinement, concept of
functional dependency, (INF, 2NF and 3 NF), Boyce-Coddnormal form(BCNF), Fourth normal
form(4NF), Fifth Normal Form (5NF).
UNIT V:
Transaction Concept: Transaction State, ACID properties, Serializability, Implementation of
Isolation, lock based, time stamp based, concurrency protocols, Deadlocks, Recovery and
Atomicity, Recovery algorithm.
Introduction te Indexing Techniques: B+ Trees, operations on B+Trees, Hash Based Indexing:
Text Books:
1) Database Management Systems, 3rd edition, Raghurama Krishnan, Johannes Gehrke, TMH
{For Chapters 2, 3, 4)

2) Database Sysiem Concepts,5th edition, Silberschatz, Korth, Sudarsan, TMH

(For Chapter land Chapter 5)
Reference Books:
1) Introduction to Database Systems, 8thedition, C J Date, Pearson.
2) Database Management System, 6th edition, RamezElmasri, Shamkant B. Navathe, Pearson
3) Database Principles Fundamentals of Design Implementation and Management, Corlos
Coronel, Steven Mormis, Peter Robb, Cengage Leaming,
Web-Resources:
1) hitps://nptel.ac.in/courses/ | 06/105/106105175/
2)https://infyspringboard.onwingspan.com/web/en/app/toc/lex_auth_01275806667282022456
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KRISHNA UNIVERISTY COLLEGE OF ENGINEERING & TECHNOLOGY

B.Tech I11-VI Sem L TPC
3 00 3

MOBILE APPLICATION DEVELOPMENT
(Open Elective-11)

Course Objectives:
« Facilitate students to understand android SDK.
e Help students to gain a basic understanding of Android application development.
e Inculcate working knowledge of Android Studio development tool.
Course Qutcomes: ’
e Identify various concepts of mobile programming that make it unique from programming for
other platforms.
e Evaluate mobile applications on their design pros and cons.
e Utilize rapid prototyping techniques to design and develop sophisticated mobile interfaces.
¢ Develop mobile applications for the Android operating system that usc basic and advanced
phone features.
e Demonstrate the deployment of applications to the Android marketplace for distribution.
UNIT 1 . Introduction and Mobile User Interface Design
Introduction to Android: The Android Platform, Android SDK, Android Studio Installation, Android
Installation, building you First Android application, Understanding Anatomy of
Android Application, Android Manifest file.
UNIT I Activities, Intents and Android User Interface
Android Application Design Essentials: Anatomy of an Android applications, Android terminologies,
Application Context, Activities, Services, Intents, Receiving and Broadcasting
Intents, Android Manifest File and its common settings, Using Intent Filter, Permissions
UNIT 111 Advanced User Interface and Data Persistence
Android User Interface Design Essentials: User Interface Screen elements, Designing User
Interfaces with Layouts, Drawing and Working with Animation.
UNIT IV Android Services, Publishing Android Applications
Testing Android applications, Publishing Android application, Using Android preferences, Managing
Application resources in a hierarchy, working with different types of resources.

UNITV Android Databases
Using Common Android APls: Using Android Data and Storage APIs, managing data using SQLite,
Sharing Data between Applications with Content Providers, Using Android Networking APIs, Using
Android Web APIs, Using Android Telephony APIs, Deploying Android Application to the World.
Texthooks:
|. Lauren Darcey and Shane Conder, “Android Wircless Application Development”, Pearson
Education, 2nd ed. (2011).
2. Jeff McWherter and Scott Gowell, "Professional Mobile Application Development,”
Wiley India, FirstEdition,2012.
Reference Books:
1. Reto Meier, “Professional Android 2 Application Development”, Wiley India Pvt Lid
2. Mark L Murphy, “Beginning Android”, Wiley India Pvt Ltd
3. Android Application Development All in one for Dummics by Barry Burd, Edition: |
Online Learning Resources:

1. hrlpszﬁdcvelupmjﬂg_-.imid.camf /
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